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Foreword 

The present book gives an exposition of the classical basic algebraic 
and analytic number theory and supersedes my Algebraic Numbers, 
including much more material, e.g. the class field theory on which 1 make 
further comments at the appropriate place later. 

For different points of view, the reader is encouraged to read the collec­
tion of papers from the Brighton Symposium (edited by Cassels-Frohlich), 
the Artin-Tate notes on class field theory, Weil's book on Basic Number 
Theory, Borevich-Shafarevich's Number Theory, and also older books like 
those of W eber, Hasse, Hecke, and Hilbert's Zahlbericht. It seems that 
over the years, everything that has been done has proved useful, theo­
retically or as examples, for the further development of the theory. Old, 
and seemingly isolated special cases have continuously acquired renewed 
significance, often after half a century or more. 

The point of view taken here is principally global, and we deal with 
local fields only incidentally. For a more complete treatment of these, 
cf. Serre's book Corps Locaux. There is much to be said for a direct global 
approach to number fields. Stylistically, 1 have intermingled the ideal 
and idelic approaches without prejudice for either. 1 also include 
two proofs of the functional equation for the zeta function, to acquaint 
the reader with different techniques (in some sense equivalent, but in 
another sense, suggestive of very different moods). Even though a reader 
will prefer some techniques over alternative ones, it is important at least 
that he should be aware of all the possibilities. 

New York 
June 1970 
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Preface for the Second Edition 

The principal change in this new edition is a complete rewriting of 
Chapter XVII on the Explicit Formulas. Otherwise, I have made a 
few additions, and a number of corrections. The need for them was 
pointed out to me by severa! people, but I am especially indebted to 
Keith Conrad for the list he provided for me as a result of a very careful 
reading of the book. 

New Haven, 1994 SERGE LANG 
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Prerequisites 

Chapters I through VII are self-contained, assuming only elementary 
algebra, say at the level of Galois theory. 

Some of the chapters on analytic number theory assume some analysis. 
Chapter XIV assumes Fourier analysis on locally compact groups. Chap­
ters XV through XVII assume only standard analytical facts (we even 
prove some of them), except for one allusion to the Plancherel formula in 
Chapter XVII. 

In the course of the Brauer-Siegel theorem, we use the conductor­
discriminant formula, for which we refer to Artin-Tate where a detailed 
proof is given. At that point, the use of this theorem is highly technical, 
and is due to the fact that one does not know that the zeros of the zeta 
function don't occur in a small interval to the left of 1. If one knew this, 
the proof would become only a page long, and the L-series 'vould not be 
needed at all. W e give Siegel's original proof for that in Chapter XIII. 

My Algebra gives more than enough background for the present book. 
In fact, Algebra already contains a good part of the theory of integral 
extensions, and valuation theory, redone here in Chapters I and IL 
Furthermore, Algebra also contains whatever will be needed of group 
representation theory, used in a couple of isolated instances for applica­
tions of the class field theory, or to the Brauer-Siegel theorem. 

The word ring will always mean commutative ring without zero divisors 
and with unit element (unless otherwise specified). 

If K is a field, then K* denotes its multiplicative group, and K its 
algebraic closure. Occasionally, a bar is also used to denote reduction 
modulo a prime ideal. 

W e use the o and O notation. If /, g are two functions of a real variable, 
and g is always ~ O, we write f = O(g) if there exists a constant C > O 
such that lf(x)l ~ Cg(x) for all sufficiently large x. We writef = o(g) if 
lim"_..,f(x)/g(x) = O. We writef ~ g if lim"_..,f(x)jg(x) = 1. 
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CHAPTER I 

Algehraic lntegers 

This chapter describes the basic aspects of the ring of algebraic integers 
in a number field (always assumed to be of finite degree over the rational 
numbers Q). This includes the general prime ideal structure. 

Some proofs are given in a more general context, but only when they 
could not be made shorter by specializing the hypothesis to the concrete 
situation we have in mind. It is not our intention to write a treatise on 
commutative algebra. 

§1. Localization 

Let A bea ring. By a multiplicative subset of A we mean a subset 
containing 1 and such that, whenever two elements x, y lie in the subset, 
then so does the product xy. We shall also assume throughout that O does 
not lie in the subset. 

Let K be the quotient field of A, and let S be a multiplicative subset 
of A. By s-1 A we shall denote the set of quotients x/8 with X in A and 
8 inS. It is a ring, and A has a canonica! inclusion in s- 1 A. 

If M is an A-module contained in some field L (containing K), then s-1M denotes the set of elements v/8 with VE M and 8 E s. Then s-1M 
is an s- 1 A-module in the obvious way. We shall sometimes consider 
the case when M is a ring containing A as subring. 

Let p bea prime ideal of A (by definition, p ~ A). Then the comple­
ment of pin A, denoted by A - p, is a multiplicative subset S = Sp of A, 
and we shall denote s- 1 A by Ap. 

A local ring is a ring which has a unique maxima! ideal. If o is such a 
ring, and m its maxima! ideal, then any element x of o not lying in m 
must be a unit, because otherwise, the principal ideal xo would be con­
tained in a maxima! ideal unequal to m. Thus m is the set of non-units 
of o. 

3 



4 ALGEBRAIC INTEGERS [I, §2] 

The ring A~ defined above is a local ring. As can be verified at once, 
its maxima! ideal m~ consists of the quotients x/8, with x in p and 8 in A 
but not in p. 

We observe that m~ n A = p. The inclusion J is clear. Conversely, 
if an element y = x/8lies in m~ n A with x E p and 8 E S, then x = 8Y E p 
and 8 f1. p. Hence y E p. 

Let A be a ring and S a multiplicative subset. Let a' be an ideal of 
s-1A. Then 

a' = s-1(a' n A). 

The inclusion J is clear. Conversely, let x Ea'. Write x = a/8 with 
some a EA and 8 E s. Then 8X Ea' n A, whence X E s-1(a' n A). 

Under multiplication by s-I, the multiplicative system of ideals of A 
is mapped homomorphically onto the multiplicative system of ideals of 
s- 1 A. This is another way of stating what we have just proved. If a 
is an ideal of A and s- 1a is the unit ideal, then it is clear that a n S is 
not empty, oras we shall also say, a meets S. 

§2. Integral closure 

Let A be a ring and x an element of some field L containing A. We 
shall say that x is integral over A if either one of the following conditions 
is satisfied. 

INT I. There exi8t8 a jinitely generated non-zero A-module M C L 8uch 
that xM CM. 

INT 2. The element x 8ati8fie8 an equation 

with coejficient8 a; E A, and an integer n ~ 1. (Such an equation 
will be called an integral equation.) 

The two conditions are actually equivalent. Indeed, assume INT 2. 
The module M generated by 1, x, ... , xn- 1 is mapped into itself by the 
element x. Conversely, assume there exists M = (v1, ... , vn) such that 
xM C M, and M ~ O. Then 

with coefficients a;i in A. Transposing xv1 , ... , xvn to the right-hand side 
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of these equations, we conclude that the determinant 

x-au 

is equal to O. In this way we get an integral equation for x over A. 

Proposition 1. Let A be a ring, K its quotient field, and x algebraic over 
K. Then there exists an element c ;:o!! O of A such that cx is integral over A. 

Proof. There exists an equation 

with ai EA and an ;:o!! O. Multiply it by a~- 1 • Then 

(anx)n + · · · + aoa~-I = O 

is an integral equation for anx over A. 

Let B bea ring containing A. We shall say that B is integral over A 
if every element of B is integral over A. 

Proposition 2. lf B is integral over A and finitely generated as an 
A-algebra, then B is a finitely generated A-module. 

Proof. W e may prove this by induction on the number of ring gen­
era tors, and thus we may assume that B = A[x] for some element x inte­
gral over A. But we have already seen that our assertion is true in that 
case. 

Proposition 3. Let AC B C C be three rings. lf B is integral over A 
and C is integral over B, then C is integral over A. 

Proof. Let x E C. Then x satisfies an integral equation 

Xn + bn-IXn-l + • · · + bo = 0 

with biE B. Let B1 = A[b0 , ••• , bn_1]. Then B 1 is a finitely generated 
A-module by Proposition 2, and B 1[x] is a finitely generated B 1-module, 
whence a finitely generated A-module. Since multiplication by x maps 
B1[x] into itself, it follows that x is integral over A. 

Proposition 4. Let A C B be t'WO rings, and B integral over A. Let u 
bea homomorphism of B. Then u(B) is integral over u(A). 
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Proof. Apply u to an integral equation satisfied by any element x of B. 
It will be an integral equation for u(x) over u(A). 

The above proposition is used frequently when u is an isomorphism 
and is particularly useful in Galois theory. 

Proposition 5. Let A be a ring contained in a field L. Let B be the set 
of elernents of L 'which are integral over A. Then B is a ring, called the 
integral closure of A in L. 

Proof. Let x, y lie in B, and let M, N be two finitely generated A­
modules such that xM C M and yN C N. Then !liN is finitely generated, 
and is mapped into itself by multiplication with x ± y and xy. 

Corollary. Let A be a ring, K its quotient field, and La finite separable 
extension of K. Let x be an element of L which is integral over A. Then 
the norrn and trace of x frorn L to K are integral over A, and so are the 
coe.fficients of the irreducible polynornial satisfied by x over K. 

Proof. For each isomorphism u of L over K, ux is integral over A. 
Since the norm is the product of ux over all such u, and the trace is the 
sum of ux over all such u, it follows that they are integral over A. Simi­
larly, the coefficients of the irreducible polynomial are obtained from the 
elementary symmetric functions of the ux, and are therefore integral 
over A. 

A ring A is said tobe integrally closed in a field L if every element 
of L which is integral over A in fact lies in A. It is said to be 
integrally closed if it is integrally closed in its quotient field. 

Proposition 6. Let A bea Noetherian ring, integraUy closed. Let L be 
a finite separable extension of its quotient field K. Then the integral closure 
of A in Lis finitely generated over A. 

Proof. It will suffice to show that the integral closure of A is contained 
in a finitely generated A.-module, because A is assumed tobe !\oetherian. 

Let w1, ••. , tl'n be a linear hasis of L over K. After multiplying each 
u·; by a suitable element of A, we may assume without loss of generality 
that the te; are integral over A (Proposition 1). The trace Tr from L to 
K is a K-linear map of L into K, and is non-degenerate (i.e. there exists 
an element x EL such that Tr(:r) ~ 0). If a is a non-zero element of L, 
then the function Tr(ax) on L is an element of the dual space of L (as 
K-vector space), and induces a homomorphism of L into its dual space. 
Since the kernel is trivial, it follows that Lis isomorphic to its dual under 
the bilinear form 

(.r, y) ~---+ Tr(.ry). 
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Let wf, ... , w~ be the dual hasis of w1. ... , Wn, so that 

Tr(w~wi) = Oii· 

Let c ~ O be an element of A such that cw~ is integral over A. Let z be 
in L, integral over A. Then zcw~ is integral over A, and so is Tr(czwi) 
for each i. If we write 

with coeffi.cients bi E K, then 

Tr(czwD = cbi, 

and cbi E A because A is integrally closed. Hence z is contained in 

Ac- 1w1 + · · · + Ac-1wn. 

Since z was selected arbitrarily in the integral closure of A in L, it follows 
that this integral closure is contained in a finitely generated A-module, 
and our proof is finished. 

Proposition 7. lf A is a unique factorization domain, then A is inte­
grally closed. 

Proof. Suppose that there exists a quotient ajb with a, b E A which is 
integral over A, and a prime element p in A which divides b but not a. 
We have, for some integer n ~ 1, 

(ajb)n + an-l(ajb)n-l + · · · + ao =O, 

whence 

Since p divides b, it must divide an, and hence must divide a, contradiction. 

Theorem 1. Let A be a principal ideal ring, and L a finite separable 
extension of its quotient field, of degree n. Let B be the integral closure of 
A in L. Then B is a free module of rank n over A. 

Proof. As a module over A, the integral closure is torsion-free, and by 
the general theory of principal ideal rings, any torsion-free finitely gen­
erated module is in fact a free module. It is obvious that the rank is 
equal to the degree [L: K]. 

Theorem 1 is applied to the ring of ordinary integers Z. A finite exten­
sion of the rational numbers Q is called a number field. The integral 
closure of Z in a number field K is called the ring of algebraic integers of 
that field, and is denoted by ox. 
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Proposition 8. Let A bea 8Ubring of a ring B, integral over A. Let 8 
bea multiplicative 8ub8et of A. Then 8-1B i8 integral over 8-1A. lf A 
i8 integrally clo8ed, then 8-1 A i8 integrally clo8ed. 

Proof. If x E B and 8 E 8, and if M is a finitely generated A-module 
such that xM c M, then 8-1M is a finitely generated 8-1 A-module 
which is mapped into itself by 8-1x, so that 8-1x is integral over 8-1 A. 
As to the second assertion, let x be integral over 8-1 A, with x in the 
quotient field of A. We have an equation 

xn + bn-1 xn-1 + ... + bo = o, 
8n-1 So 

b, E A and 8i E 8. Thus there exists an element 8 E 8 such that 8X is 
integral over A, hen ce lies in A. This proves that X lies in 8-1 A. 

Corollary. lf B i8 the integral clo8ure of A in 8ome field extension L 
of the quotient field of A, then 8-1 B i8 the integral closure of 8-1 A in L. 

§3. Prime ideals 

Let p be a prime ideal of a ring A and let 8 = A - p. If B is a ring 
containing A, we denote by B~ the ring 8-1B. 

Let B bea ring containing a ring A. Let ll bea prime ideal of A and 
~ bea prime ideal of B. We say that ~ lies above ll if ~ n A = ll and 
we then write ~lll· If that is the case, then the injection 

induces an injection of the factor rings 

A/p ~ B/~, 

and in fact we have a commutative diagram: 

B~BI~ 

Î Î 
A~ A/p 

the horizontal arrows being the canonica! homomorphisms, and the 
vertical arrows being inclusions. 

If B is integral over A, then B/~ is integral over A/p (by Proposition 4). 

Nakayama's Lemma. Let Abea ring, a an ideal contained in all maxi­
mal ideal8 of A, and Ma jinitely generated A-module. lf aM = M, then 
M=O. 
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Proof. Induction on the number of generators of M. Say M is gen­
erated by w1, ••. , Wm. There exists an expression 

with ai E a. Hence 

If 1 - a1 is not a unit in A, then it is contained in a maxima! idealtJ. 
Since a 1 E lJ by hypothesis, we have a contradiction. Hence 1 - a 1 is 
a unit, and dividing by it shows that M can be generated by m- 1 ele­
ments, thereby concluding the proof. 

Proposition 9. Let Abea ring, lJ a prime ideal, and Ba ring containing 
A and integral over A. Then !JB ~ B, and there exists a prime ideal ~ 
of B lying above lJ. 

Proof. We know that Bp is integral over Ap, and that Ap is a local ring 
with maxima! ideal mp. Since we obviously have 

it will suffice to prove our first assertion when A is a local ring. In that 
case, if tJB = B, then 1 has an expression as a finite linear combination 
of elements of B with coefficients in tJ, 

with ai E lJ and biE B. Let B0 = A[bt, ... , bn]. Then tJBo = B0 and 
B0 is a finite A-module by Proposition 2. Hence B0 = O, contradiction. 

To prove our second assertion, we go back to the original notation, and 
note the following commutative diagram: 

(all arrows inclusions). 

We have just proved that mpBp ~ Bp. Hence mpBp is contained in a 
maximal ideal IDl of Bp, and IDl n Ap therefore contains mp. Since mp is 
maximal, it follows that 

Let ~ = IDl n B. Then ~ is a prime ideal of B, and taking intersections 
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with A going both ways around our diagram shows that 9Jl n A = p, 
so that 

'13 n A = p, 

as was to be shown. 

Remark. Let B be integral over A, and let b be an ideal of B, b ~ O. 
Then b n A~ O. 

To prove this, let b E b, b ~ O. Then b satisfies an equation 

with ai EA, and a0 ~ O. But a0 lies in b n A. 

Proposition 10. Let A bea subring of B, and assume B integral over A. 
Let '13 be a prime ideal of B lying over a prime ideal p of A. Then '13 is 
maximal if and only if p is maximal. 

Proof. Assume p maximal in A. Then A/p is a field. We are reduced 
to proving that a ring which is integral over a field is a field. If k is a field 
and x is integral over k, then it is standard from elementary field theory 
that the ring k[x] is itself a field, so x is invertible in the ring. Conversely, 
assume that '13 is maximal in B. Then B/$ is a field, which is integral 
over the ring A/p. If Ajp is not a field, it has a non-zero maximal ideal 
m. By Proposition 9, there exists a maximal ideal 9Jl of B/$ lying above 
m, contradiction. 

When an extension is given explicitly by a generating element, then we 
can describe the primes lying above a given prime more explicitly. 

Let A be integrally closed in its quotient field K, and let E be a finite exten­
sion of K. Let B be the integral closure of A in E. Assume that B = A[a] 
for some element a, and let f(X) be the irreducible polynomial of a over K. 
Let p bea maximal ideal of A. We have a canonical homomorphism 

A ---t Ajp = A, 

which extends to the polynomial ring, namely 

m m 

g(X) = L: c;Xi f---+ L: ciXi = g(X), 
i=l i=l 

where c denotes the residue class mod p of an element c E A. 

W e contend that there is a natural bijection between the prime ideals $ of 
B lying above p and the irreducible factors P(X) of f(X) (having leading 
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coe.fficient 1). This bijection is such that a prime 'l3 of B lying above ll cor­
responds to P if and only if 'l3 is the kernel of the homomorphism 

A[a]-t A[a] 

where a is a root of P. 
To see this, let 'l3 lie above lJ. Then the canonica! homomorphism 

B -t B/'l> sends a on a root of 1 which is conjugate to a root of some 
irreducible factor of 1. Furthermore two roots of 1 are conjugate over A 
if and only if they are roots of the same irreducible factor of]. Finally, 
let z bea root of Pin some algebraic closure of A. The map 

g(a) ~ g(z) 

for g(X) E A[X] is a well-defined map, because if g(a) = O then 

g(X) = f(X)h(X) 

for some h(X) E A[X], whence g(z) = O also. Being well-defined, our 
map is obviously a homomorphism, and since z is a root of an irreducible 
polynomial over A, it follows that its kernel is a prime ideal in B, thus 
proving our contention. 

Remark 1. As usual, the assumption that lJ is maximal can be weakened 
to lJ prime by localizing. 

Remark 2. In dealing with extensions of number fields, the assumption 
B = A[a] is not always satisfied, but it is true that Bp = Ap[a] for all but 
a finite number of \), so that the previous discussion holds almost ahvays 
locally. Cf. Proposition 16 of Chapter III, §3. 

§4. Chinese remainder theorem 

Chinese Remainder Theorem. Let Abea ring, and a1, ... , an ideals 
such that ai+ ai= A for all i ~ j. Given elements x 1, ••. , Xn EA, there 
exists x E A such that x = Xi (mod a;) for all i. 

Proof. If n = 2, we have an expression 

for some elements a; Ea;, and we let x = x 2a 1 + x 1a2 • 

For each i we can find elements a; E a1 and biE ai such that 

ai+ b; = 1, i ;;;; 2. 
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n n 
The product II (ai+ bi) is equal to 1, and lies in a1 + II lli. Hence 

i=2 i=2 
n 

lll +II lli =A. 
i=2 

By the theorem for n = 2, we can find an element y1 EA such that 

Y1 = 1 (mod n1) 

Y1 = O (mod fr ai) · 
•=2 

We find similarly elements y2 , ••• , Yn such that 

Yi =O (mod lli), i -;6 j. 

Then x = x1y1 + · · · + XnYn satisfies our requirements. 
In the same vein as above, we observe that if a1, ••• , an are ideals of 

a ring A such that 

ll1 + • • • + lln =A, 

and if 111, ••• , lin are positive integers, then 

The proof is trivial, and is left as an exercise. 

§5. Galois extensions 
Proposition 11. Let A bea ring, integrally closed in its quotient field K. 
Let L bea finite Galois extension of K with group G. Let ll bea maximal 
ideat of A, and tet '.13, O be prime ideals of the integrat closure of A in L 
tying above )l. Then there exists O' E G such that O''.j3 = O. 
Proof. Suppose that '.13 -;6 0'0 for any O' E G. There exists an element 

x E B such that 

x =O (mod '.13) 
x = 1 (mod 0'0), ali O' E G 

(use the Chinese remainder theorem). The norm 

N§c(x) = II O'X 
uEG 

lies in B n K = A (because A is integrally closed), and lies in '.13 n A = ll· 
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But x E;t: uO for all u E G, so that ux Et: O for all <T E G. This contradicts 
the fact that the norm of x lies in lJ = O n A. 

If one localizes, one can eliminate the hypothesis that lJ is maxima!; 
just assume that lJ is prime. 

Corollary. Let A be a ring, integrally closed in its quotient field K. 
Let E bea finite separable extension of K, and B the integral closure of A 
in E. Let lJ be a maximal ideal of A. Then there exists only a finite number 
of prime ideals of B lying above p. 

Proof. Let L be the smallest Galois extension of K containing E. If 
Ot, 0 2 are two distinct prime ideals of B lying above lJ, and 1lh, $ 2 are 
two prime ideals of the integral closure of A in L lying above 0 1 and 0 2 

respectively, then $ 1 r!= $ 2 . This argument reduces our assertion to the 
case that E is Galois over K, and it then becomes an immediate conse­
quence of the proposition. 

Let A be integrally closed in its quotient field K, and let B be its integral 
closure in a finite Galois extension L, with group G. Then uB = B for 
every <TE G. Let lJ bea maxima! ideal of A, and $ a maxima! ideal of B 
lying above lJ. W e denote by G<f.l the subgroup of G consisting of those 
automorphisms such that u$ = $. Then G<f.l operates in a natural way 
on the residue class field B/$, and leaves Ajp fixed. To each u E G<f.l we 
can associate an automorphism it of B/$ over Ajp, and the map given by 

induces a homomorphism of G<f.l into the group of automorphisms of B/$ 
over A/p. 

The group G<f.l will be called the decomposition group of $. lts fixed 
field will be denoted by La, and will be called the decomposition field 
of $. Let Ba be the integral closure of A in La, and let O = $ n Ba. 
By Proposition 11, we know that $ is the only prime of B lying above O. 

Let G = UuiG<f.l bea coset decomposition of G<f.l inG. Then the prime 
ideals u i$ are precisely the distinct primes of B lying above p. Indeed, 
for two elements u, TE G we have <r$ = r$ if and only if r-1u$ = $, 
i.e. r-1u lies in G<f.l. Thus r, u lie in the same coset mod G<f.l· 

It is then immediately clear that the decomposition group of a prime 
u$ is uG<f.lu-1• 

Proposition 12. The field Ld is the smallest subfield E of L containing 
K such that $ is the only prime of B lying above $ nE (u·hich is prime in 
B nE). 
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Proof. Let E be as above, and let H be the Galois group of L over E. 
Let q = '-13 nE. By Proposition 11, all primes of B lying above q are 
conjugate by elements of H. Since there is only one prime, namely '.)3, 
it means that H leaves '.)3 invariant. Hence H c G'll and E :J La. We 
have already observed that Ld has the required property. 

Proposition 13. Notation being as above, lCe have Ajp = Ba/C (under 
the canonical injection A.jp ~ Ba/C.). 

Proof. If u is an element of G, not in G'Jl, then u'l3 ~ '13 and u- 1ij3 ~ ij3. 
Let 

Then C. .. ~ C. Let x be an element of Bd. There exists an element y 
of Ba such that 

y == :r (mod C) 

y == 1 (mod Co) 

for each u in G, but not in G'll. Hence in particular, 

y == x (mod 'l~) 

y == 1 (mod u- 1 '1.~) 

for each u not in G-v. This second congruence yield,.; 

uy == 1 (mod 'l~) 

for all q rl G-v. The norm of y from Ld to /{_ is a product of y and other 
factors uy with u rl G'll· Thus we obtain 

NI;/ (y) == .r (mod 'l~). 

But the norm lies in K, and even in A., since it is a product of elements 
integral over A. This last congruence holds mod C, since both :r and the 
norm lie in Bd. This is precisely the meaning of the assertion in our 
proposi tion. 

If x is an element of B, we shall denotc by :r its image under the homo­
morphism B ~ B/'l~. Then ii is the automorphism of Bjij3 satisfying the 
relation 

ii:i' = u.r. 

If f(X) is a polynomial with coefficients in B, we denote by f(X) its natural 
image under the above homomorphism. Tlms, if 

.f(X) = b"X" + · · · + bo. 
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then 

Proposition 14. Let A be integrally closed in its quotient field K, and 
let B be its integral cZosure in a finite Galois extension L of K, with group G. 
Let p bea maximal ideal of A, and '.13 a maximal ideal of B lying above p. 
Then B/'.13 is a normal extension of Ajp, ancl the map u ~fi induces a 
homomorphism of G"lJ onto the Galois group of B/'.13 over A/p. 

Proof. Let B = B/'.13 and A= Ajp. Any element of B can be written 
as x for some x E B. Let x generate a separable subextension of B over A, 
and let f be the irreducible polynomial for x over ](. The coeffi.cients of f 
lie in A because x is integral over A, and all the roots of f are integral over A. 
Thus 

m 

f(X) = II (X - Xi) 
i=l 

splits into linear factors in B. Since 

and all the Xi lie in B, it follows that 1 splits into linear factors in B. We 
observe that f(x) = O implies ](x) = O. Hence B is normal over A, 
and 

[A(x): A] ~ [K(x): K] ~ [L: K]. 

This implies that the maxima! separable subextension of A in B is of 
finite degree over A (using the primitive element theorem of elementary 
field theory). This degree is in fact bounded by [L: K]. 

There remains to prove that the map u ~ fi gives a surjective homo­
morphism of G~ onto the Galois group of B over A. To do this, we shall 
give an argument which reduces our problem to the case when '.13 is the 
only prime ideal of B lying above p. Indeed, by Proposition 13, the residue 
class fields of the ground ring and the ring Bd in the decomposition field 
are the same. This means that to prove our surjectivity, we may take Ld 
as ground field. This is the desired reduction, and we can assume K = Ld, 
G= G'fl. 

This being the case, take a generator of the maxima! separable sub­
extension of B over A, and let it be x, for some element x in B. Let f be 
the irreducible polynomial of x over K. Any automorphism of B is deter­
mined by its effect on x, and maps x on some root of ]. Suppose that 
x = x1. Given any root Xi of f, there exists an element u of G = G~ 
such that ux = Xi. Hence fix = ;ci· Hence the automorphism of B over A 
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induced by elements of G operate transitively on the roots of]. Hence they 
give us all automorphisms of the residue class field, as was to be shown. 

Corollary 1. Let A be a ring integrally closecl in its quotient fielcl K. 
Let L be a finite Galois extension of K, ancl B the integral closure of A in L. 
Let lJ be a maxima[ ideal of A. Let rp: A ---7 A/p be the canonical homo­
morphism, ancl let 1/1 1 , 1/;2 be two homomorphisms of B extencling rp in a 
given algebraic closure of A/p. Then there exists an automorphism u of 
L over K such that 

Proof. The kernels of 1/; 1 , 1/;2 are prime ideals of B which are conjugate 
by Proposition 11. Hence there exists an element T of the Galois group G 
such that 1/;1 , 1/;2 o T ha ve- the same kernel. Without loss of generality, 
we may therefore assume that 1/;1 , 1/;2 have the same kernel '13. Hence 
there exists an automorphism w of 1/;1 (B) onto if;2 (B) such that w o 1/; 1 = 1/;2 . 

There exists an element u of G'l3 such that w o 1/;1 = 1/;1 ou, by the preceding 
proposition. This proves what we wanted. 

Remark. In all the above propositions, we could assume lJ prime in­
stead of maximal. In that case, one has to localize at lJ tobe able to apply 
our proofs. In the application to number fields, this is unnecessary, since 
every prime is maximal. 

In the above discussions, the kernel of the map 

is called the inertia group T'l3 of '13. It consists of those automorphisms 
of G'l3 which induce the trivial automorphism on the residue class field. 
Its fixed field is called the inertia field, and is denoted by Lt. 

Corollary 2. Let the assumptions be as in Corollary 1, ancl assume that 
'13 is the only prime of B lying above p. Let f(X) bea polynomial in A[X] 
with leacling coejficient 1. Assume that fis irreclucible in K[X], ancl has a 
root a in B. Then the reducecl polynomial7 is a power of an irreducible 
polynomial in A[X]. 

Proof. By Corollary 1, we know that any two roots of 7 are conjugate 
under some isomorphism of B over A, and hence that 1 cannot split 
into relative prime polynomials. Therefore, 1 is a power of an irreducible 
polynomial. 

Let k bea number field and E a finite extension of degree N. A non-zero 
prime ideal ofthe ring of algebraic integers Ok will usually be called a prime 
of k. W e say that such a prime lJ splits completely in E if there are 
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exactly N different primes of E lying above p. If K/k is Galois, then p 
splits completely in K if and only if G'tl = 1 because G permutes the primes 
~IP transitively. 

When K/k is abelian, then we have the following characterization of the 
fixed field of the decomposition group. 

Corollary 3. Let Kjk be abelian with group G. Let p bea prime of k, let ~ 
be a prime of K lying above p and let G'tl be its decomposition group. Let E 
be the fixed .field of G'tl· Then E is the maximal .~ubfield of K containing k in 
which p splits completely 

Proof. Let 

be a coset decomposition. Let q = ~ n E. Since a Galois group permutes 
the primes lying above a given prime transitively, we know that ~ is the 
only prime of K lying above q. For each i, the primeui~ is the only prime 
lying above uiq, and since u 1~, ..• , Ur~ are distinct, it follows that the 
primes u 1q, ... , urq are distinct. Since G is abelian, the primes uiq are 
primes of E, and [E: k] = r, so that p splits completely in E. Conversely, 
let F be an intermedia te field between k and K in which p splits completely, 
and let H be the Galois group of K/F. If u E G'tl and ~ n F = ~F, then u 
leaves ~3 F fixed. However, the decomposition group of ~ F over p must be 
trivial since p splits completely in F. Hence the restriction of u to F is the 
identity, and therefore G'tl C H. This proves that F CE, and concludes 
the proof of our corollary. 

Let k be a number field and Jet K be a Galois extension with group G 
Let p be a prime of Ok and ~ a prime of ox lying above p. The residue 
class field Ok/P is finite, and we shall denote the number of its elements by 
Np. It is a power of the prime number p lying in p. By the theory of finite 
fields, there exists a unique automorphism of ox/~ over Ok/P which gener­
ates the Galois group of the residue class field extension and has the effect 

In terms of congruences, we can write this automorphism ii as 

ua = aNP (mod ~), 

By what we have just seen, there exists a coset uT'i! of T'i! in G'i! which 
induces ii on the residue class field extension. Any element of this coset 
will be called a Frobenius automorphism of ~. and will be denoted by 
(~, Kjk). If the inertia group T'i! is trivial, then (~, K/k) is uniquely 
determined as an element of the decomposition group G'i!. 
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If Q is another prime lying above p, and 71 E G is such that 71~ = O, 
then the decomposition group of Q is given by 

Go = G~lll = 71Gitl'll-t, 

and similarly for the inertia group, and a Frobenius automorphism. 

This is immediately verified from the definitions. Furthermore, if Tit! is 
trivial, we see that (~, K/k) = 1 if and only if p splits completely, mean­
ing that G'fl = 1. 

If K/k is abelian, and if the inertia group T'fl is trivial for one of the ~IP 
(and hence for ali ~IP), it foliows that to each pin k we are able to associate 
a uniquely determined element of G, lying in Git! (the same for ali ~IP), 
which we denote by 

u = (p, K/k), 

and cali the Artin autornorphisrn of p in G. It is characterized by 
the congruence 

ua =aN~ (mod~), a E ox. 

We shali study this automorphism at length in the class field theory. 

§6. Dedekind rings 

Let o be a ring and K its quotient field. A fractional ideal of o in K is 
an o-module a contained in K such that there exists an element c ~ O 
in o for which ca C o. If o is N oetherian, it foliows that ca, and hence a, 
is finitely generated. 

Theorem 2. Let o bea ring which is Noetherian, integrally closed, and 
such that every non-zero prime ideal is maximal. Then every ideal of o can 
be uniquely jactored into prime ideals, and the non-zero jractional ideals 
jorm a group under multiplication. 

Proof. W e shall first prove the second assertion, foliov.ing V an der 
Waerden. 

(i) Let a ~ O be an ideal in o. Then there exists a product of prime 
ideals P1P2 · · · Pr Ca. 

Suppose the assertion false. Since o is N oetherian, there exists an 
ideal a ~ O and maximal with respect to the stated property. This ideal 
cannot be prime. Hence there exist b17 b2 E o such that b1b2 Ea but 
neither b1 nor b2lies in a. Leta1 = (a, b1) and a~: = (a, b2). Then a1a2 Ca, 
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and a1 ~ a, a2 ~ a. Since a was maximal with respect to the stated 
property, we can find products of prime ideals contained in a1 and a2. 
Taking the product of these gives a contradiction. 

(ii) Every maximal idealp is invertible. 

Let p-1 be the set of elements :r E /( such that :rţl C o. Then p-1 :J o. 
We contend that p-1 ~ o. Let a E p, a ~ O. Choose r minimal such that 
there exists a product 

lJ1 · · · lJr C (a) C ţl. 

Then o ne of the lJi, say p1, is contained in p, and hen ce equal to p, sin ce 
every prime is maximal. Furthermore, 

and hence there exists an element b E p2 • • • lJr such that b ti (a). But 
bp c (a) and hence ba- 1p C o, so that ba- 1 E p-1. But b ti ao and hence 
ba-1 ti o, thereby proving our contention. 

We obtain pc pp-1 C o. Since lJ is maximal, either lJ = pp-1 or 
pp-1 = o. But p-1p = lJ would mean that p-1 leaves a finitely generated 
o-module invariant, and hence is integral over o. This is impossible, since 
o is integrally closed. Hence pp- 1 = o. 

(iii) Every non-zero ideal is invertible, by a fractional ideal. 

Suppose this is not true. There exists a maximal non-invertible ideal a. 
We have just seen that a cannot be a maximal ideal. Hence a C lJ for 
some maximal ideal p, and a ~ p. W e get 

Since a is finitely generated, we cannot have ap- 1 = a (because p- 1 is not 
integral over o). Hence ap- 1 is larger than a, hence has an inverse, which, 
multiplied by p, obviously gives an inverse for a, contradiction. 

(iv) Let a be an ideal ~ O, and c a fractional ideal such that ac = o. 
Then c = a-1 (the set of elements x E K such that xa C o). 

It is clear that c C a- 1. Conversely, if xa C o, then xac C c and hence 
x E c, because ac = o. 

W e finally conclude that every fractional ideal ~ O is invertible. In­
deed, if a is a fractional ideal ~ O, then there exists an element c E o 
such that ca C o, and ca is invertible. If cab = o, then cb = a - 1• This 
proves that the non-zero fractional ideals form a group. 

From this, we shall prove unique factorization. 
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First, we note that every non-zero ideal a is equal to a product of prime 
ideals. Indeed, if this is false, there is a maxima! ideal a which is not such 
a product, and a cannot be prime. Thus a C ~ and a ~ ~ for some prime ~· 
Then n~-l C o and n~-l ~ a but contains a. Hence n~-l has a factor­
ization, which, when multiplied by ~ gives a factorization of a. 

Given two fractional ideals a, b we say that alb if and only if there exists 
an ideal c such that ne = b. This amounts to saying that a ~ b, because 
in that case, we take c = n-1b. 

From the definition of a prime ideal, we see that whenever a, b are two 
ideals and ~lnb then ~In or ~lb. (Namely, nb C ~ implies aC~ or b C ~.) 
Given two factorizations 

into prime ideals, we conclude that ~ 1 divides the product on the right, 
hence divides some q;, hence is equal to some q;. Multiplying by ~1 1 

both sides of the equality, we proceed by induction to prove that r = s 
and that the factors on both sides are equal, up to a permutation. 

If a is a fractional ideal ~ O, and c E o is such that c ~ O and ca C o, 
then (c) = ~ 1 • • • ~. and ca = q1 • • • q.. Hence a has the factorization 

a= Ql ••• q. 
~1 ••• ~. 

(writing 1/p instead of ~- 1 ). If we cancel any prime appearing both in 
the numerator and denominator, then it is clear that the factorization is 
unique. 

A ring satisfying the properties of Theorem 2 is called a Dedekind ring. 
The ring of algebraic integers in a number field K is a Dedekind ring, 
because it satisfies the three properties stated in Theorem 2. The multi­
plicative group of non-zero fractional ideals of the ring of algebraic integers 
OK will be denoted by IK. 

From now on, by fractional ideal we shall mean non-zero fractional 
ideal, unless otherwise specified. 

Let A be a Dedekind ring and a a fractional ideal. W e ha ve a 
factorization 

with integers rp all but a finite number of which are O. We say that rp is 
the order of a at ~· If rp > O, we say that a has a zero at ~· If rp < O, 
we say that it has a pole at ~· 

Let a be a non-zero element of the quotient field of A. Then we can 
form the fractional ideal (a) = Aa and we apply the above notions of 
order, zero, and pole to a. 



[1, §6] DEDEKIND RINGS 21 

If a and b are two fractional ideals, then it is clear that a ::> b if and only 
if ordp a ~ ordp b for all primes p. Thus we ha ve a criterion for an element 
a to belong to a fractional ideal a in terms of orders (taking b = (a)). 

If ordp a = O, then we say that a is a unit at p. If that is the case, then 
a is a unit in the local ring Ap. 

In what follows, by a prime ideal, we shall mean a non-zero prime ideal, 
unless otherwise specified, and we call a non-zero prime ideal simply a 
prime. 

Proposition 15. Let o be a Dedekind ring with only a finite number of 
prime ideal8. Then o i8 a principal ideal ring. 

Proof. Let \lt, ... , p. be the prime ideals. Given any ideal 

select an element 7ri in lli but not in llt and find an element a of o such 
that 

If 

(a) = ll11 • • • p!• 

is a factorization of the ideal generated by a, then one sees immediately 
that ei = ri for all i, and hence that a = (a). 

Proposition 16. Let A be a Dedekind ring and 8 a multiplicative 8Ub8et 
of A. Then 8-1 A i8 a Dedekind ring. The map 

i8 a homomorphi8m of the group of fractional ideal8 of A onto the group of 
fractional ideal8 of 8-1 A, and the kernel consist8 of tho8e fractional ideal8 
of A which meet 8. 

Proof. If p meets 8, then 

because llies in 8-1p. If a, bare two ideals of A, then 

so multiplication by 8-1 induces a homomorphism of the group of 
(fractional) ideals. 

If 8-1a = 8-1 A, then we can write 1 = a/8 for some a Ea and 8 E 8. 
Thus a= 8 and a meets 8. This proves that the kernel of our homo­
morphism is what we said it is. 
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Our mapping is surjective since we saw in §1 that every ideal of s- 1 A 
is of type s- 1a for some ideal a of A. The same applies of course to frac­
tional ideals. This proves our proposition. 

By a principal fractional ideal we shall mean a fractional ideal of type 
a A, generated by a single element a in the quotient field of A, and a ~ O 
unless otherwise specified. 

Let A be a Dedekind ring. The group of fractional ideals modulo the 
group of principal ideals (i.e. non-zero principal fractional ideals) is called 
the ideal class group of A. 

Proposition 17. Let A be a Dedekind ring, and assume that its group 
of ideal classes is :finite. Let a~, ... , Or be representative fractional ideals of 
the ideal classes, and let b be a non-zero element of A which lies in all the Oi. 

Let S be the multiplicative subset of A generated by the potcers of b. Then 
every ideal of s- 1 A, is principal. 

Proof. All the ideals ah ... , ar map on the unit ideal in the homo­
morphism of Proposition 16. Since every ideal of A is equal to some ai 

times a principal ideal, our proposition follows from the surjectivity of 
Proposition 16. 

If two fractional ideals a, b lie in the same ideal class, we write 

and we say that a, b are linearly equivalent. It is clear that every frac­
tional ideal is linearly equivalent to an ideal. 

The assumptions of Proposition 17 will be proved later to be satisfied 
by the ring of integers of an algebraic number field. 

§7. Discrete valuation rings 

A discrete valuation ring o is a principal ideal ring having a unique 
(non-zero) prime ideal m. It is therefore a local ring. If 7r is a generator 
for m, then it must be the only irreducible element of o, i.e. the only prime 
element (since any prime element generates a prime ideal) up to a unit, 
of course. Thus the unique factorization in an arbitrary principal ideal 
ring has a particularly simple form in this case: Every element a ~ O of 
o has an expression 

with some integer r, and a unit u in o. 
Every discrete valuation ring is a Dedekind ring, and every Dedekind 

ring having only one maximal ideal is a discrete valuation ring. If A is 
a Dedekind ring, and p a prime ideal of A, then Ap is a discrete valuation 
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ring, since it is equal to s-1 A (S = complement of ll in A) (cf. Proposi­
tion 16). 

Since every ideal of a discrete valuation ring is principal, it must be 
some power of the maximal ideal. 

In proving theorems about Dedekind rings, it is frequently useful to 
localize with respect to one prime ideal, in which case one obtains a dis­
crete valuation ring. For instance we have the following proposition. 

Proposition 18. Let Abea Dedekind ring and M, N two modules over A. 
lf ll is a prime of A, denote by Sp the multiplicative set A - ll· Assume 
that Sp- 1M C Sp- 1N for aU ll· Then M C N. 

Proof. Let a E M. For each ll we can find Xp E N and Sp E Sp such 
that a= Xp/sp. Let b be the ideal generated by the Sp. Then b is the 
unit ideal, and we can write 

1 = LYpSp 

with elements YP E A all but a finite number of which are O. This yields 

a = LYpSpa = LYpXp 

and shows that a lies in N, as desired. 

If A is a discrete valuation ring, then in particular, A is a principal 
ideal ring, and any finitely generated torsion-free module M over A is 
free. If its rank is n, and if ll is the maximal ideal of A, then M/l:IM is a 
free module of rank n. 

Proposition 19. Let A bea local ring and M a free module of rank n 
over A. Let ll be the maximal ideal of A. Then M /l:IM is a vector space of 
dimension n over A/!:1. 

Proof. This is obvious, because if {x1, ••• , Xn} is a hasis for M over A, so 

M = LAXi (direct sum), 
then 

M/l:IM "". L(A/l:l)xi (direct sum), 

where Xi is the residue class of Xi mod ll· 

Let A be a Dedekind ring, K its quotient field, L a finite separable 
extension of K, and B the integral closure of A in L. If ll is a prime ideal 
of A, then l:IB is an ideal of B and has a factorization 

l:IB = ~~1 ••• 113~· 

into primes of B. It is clear that a prime 113 of B occurs in this factorization 
if and only if 113 lies above ll· 
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If S is the complement of ll in A, then multiplying the above factoriza­
tion by s gives us the factorization of s-lll in s-1B. The primes s-I~. 
remain distinct. 

Each e, is called the ramification index of~. over ţl, and is also written 
e(~i/ţl). If we assume that A is a local ring, then ll = (1r) is principal 
(Proposition 15). Let S, be the complement of ~. in B and let 

B, = Si1B = B'f'i· 

Then ~. is principal, generated by an element 7r'i, and we have 

ţlB, = 1rB, = (?rii). 

Warning: B, is not necessarily integral over Ap. It is if and only if 
there exists only o ne prime ideal ~ above ll in B. Prove this as an exercise. 

Denote by I(A) the group of fractional ideals of a Dedekind ring A. 
Let K, L, B be as above. Then we have a natural injection 

I(A) -t I(B) 

given by a~--+ aB. We shall definea homomorphism in the other direction. 
If ~ lies above ll in B, we denote by f'f' or f(~/ll) the degree of the residue 

class field extension B/~ over A/ll, and call it the residue class degree. 
We define the norm Nf{(~) to be ţl1'f' and extend our map Nf( to the 
group of fractional ideals by multiplicativity. 

Proposition 20. Let A be a Dedekind ring, K its quotient field, 
K CEC L two finite separable extensions, and AC B C C the corre­
sponding tower of integral closures of A in E and L. Let ll be a prime of 
A, q a prime of B lying above ţl, and ~a prime of C lying above q. Then 

Proof. Obvious. 

e(~/ll) = e(~jq)e(qjţl) 
f(~/ll) = f(~jq)f(qjţl). 

From Proposition 20 it is clear that the norm is transitive, i.e. if we 
have a fractional ideal c of C, then 

N§:N~(c) = Nf:(c). 

Proposition 21. Let A be a Dedekind ring, K its quotient field, L a 
finite separable extension of K, and B the integral closure of A in L. Let 
ll be a prime of A. Then 

[L: K] = L e'f'f'f'· 
'lliP 
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Proof. We can Iocalize at ţ) (multiplying A and B by Sp- 1), and thus 
may assume that A is a discrete valuation ring. In that case, B is a free 
module of rank n = [ L : K] over A, and B /llB is a vector space of dimen­
sion n over A/ţ). 

Let ţ)E = $"11 • • • $~' be the factorization of ţ) in B. Since $i' ::J ţ)E for 
each i, we have a well-defined homomorphism 

and therefore a homomorphism into the direct sum 

T 

B -)o B/ţ)B -)o II B/$ii. 
i=1 

Each B/$i• can be viewed as an A/ţ)-vector space, and hence so can the 
direct sum. The kernel of our homomorphism consists of those elements 
of B lying in all the $i•, and is therefore ţ)B. Furthermore, our map is 
surjective by the Chinese remainder theorem. It is obviously an A/ţ)­
homomorphism, and thus B/ţ)B is A/ţ)-isomorphic to the above direct sum. 

W e shall now determine the dimension of B /$" (if $ is some $i and 
e = ei). 

Let II bea generator of$ in B. (We know from Proposition 15 that $ 
is principal.) Let j be an integer ~ 1. We can view $i /$i+1 as an A/ţ)­
vector space, since ll'l3i C $i+ 1. W e consider the map 

induced by multiplying an element of B by ni. This map is an A/ţ)­
homomorphism, which is clearly injective and surjective. Hence B/$ and 
$i /$i+ 1 are A/ţ)-isomorphic. 

The A/ţ)-vector space B/$" has a composition series induced by the 
inclusions 

The dimension of B/$ over A/ll is hJ, by definition. From this it follows 
that the dimension of B/$" over A/ll is e'flhJ, thereby proving our proposi­
tion. 

If e'll = hJ = 1 for all 'l3lll, then one says that ţ) splits completely in L. 
In that case, there are exactly [L: K] primes of B lying above ţ). 

Corollary 1. Let a be a fractional ideal of A. Then 

Proof. lmmediate. 
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Corollary 2. Assume that Lis Galois over K. Then all the e~ are equal 

ta the same number e (for 'l3ill), all the h are equal to the same number f 
(for 1131\l), and if 

then 
efr = [L:K]. 

Proof. All the 113 lying above lJ are conjugate to each other, and hence 
all the ramification indices and residue class degrees are equal. The last 
formula is clear. 

Corollary 3. Assume again that L is Galois over K with group G, and 
let 113 bea prime of B lying above lJ in A. Then 

Ni(l13. B = II <TI13 = (1131 ... 113,)•/ 
uEG 

( with e, f, ras in Corollary 2, and the ideal on the left is viewed as embedded 
in I (B)). The number ef is the order of the decomposition group of 113, and 
e is the order of the inertia group. 

Proof. The group G operates transitively on the primes of B lying above 

\l, and the order of Gil is the order of the isotropy group. Our assertions 
are therefore obvious, taking into account Proposition 14 of §5. 

Proposition 22. Let Abea Dedekind ring, K its quotientfield, Ea finite 
separable extension of K, and B the integral closure of A in E. Let b bea 

fractional ideal of B, and as sume b is principal, b = (/3), f3 #O. Then 

N~b = (Nl:(f3)), 

the norm on the left being the norm of a fractional ideal as defined above, 

and the norm on the right being the usual norm of elements of E. 

Proof. Let L be the smallest Galois extension of K containing E. The 
norm from L to E of b and of {3 simply raises these to the power [L: E]. 
Since our proposition asserts an equality between fractional ideals, it will 
suffice to prove it when the extension is Galois over K. In that case, it 
follows at once from Corollary 3 above. 

Pmposition 23. Let A be a discrete valuation ring, K its quotient field, 

L a finite separable extension of K, and B the integral closure of A in L. 

Assume that there exists only one prime 113 of B lying above the maximal 

ideal lJ of A. Let {3 be an element of B such that its residue class mod 113 
generates B/113 over A/ll and II an element of B which is of order 1 at 113. 
Then A[{3, II] = B. 
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Proof. Let C be the ring A[~, II]. It can be viewed as a submodule of B 
over A, and by Nakayama's lemma, applied to the factor module B/C, 
it will suffice to prove that 

pB+C= B. 

But pB = 1.13•, and the products ~irri generate Bj~· over A/p, as in Propo­
sition 21. Hence every element x E B is such that 

(mod pB) 

for some cii E A. This proves our proposition. 

Finally, we prove one more result, generalizing the arguments of 
Proposition 21. 

Proposition 24. Let A be a Dedekind ring, and a a non-zero ideal. Let 
nu = ordu a. Then the canonica[ map 

A~ II A/p"P 
p 

induces an isomorphism of A/a onto the produci. 

Proof. The map is surjective according to the Chinese remainder 
theorem, and it is clear that its kernel is exactly a. 

Corollary. Assume that A/p is finite .for each prime iclealp. Denote by 
Na the number of elements in the residue class ring A/a. Then 

Na = II (~p)"u. 
p 

We observe that the function N can simply be viewed as being extended 
from the prime ideals to ali fractional ideals by multiplicativity. 

§8. Explicit factorization of a prime 
We return to the discussion at the end of §3 and give more precise 

information concerning the splitting of the prime, due to Dedekind. 

Proposition 25. Let A be a Dedekind ring ll'ith quotient field K. Let E 
bea finite separable e.rtension of K. Lei B be the integral closure of A in E 
and as sume that B = A [a].for some element a. Let f(X) be the irreducible 
polynomial of a over !\.. Let p be a prime of A. Let 7 be the reduci ion of 
f mod p, and let 
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be the factorization of] into powers of irreducible factors over A = A/p, 
with leading coefficients 1. Then 

pB = \l311 • • • \Ţ3~r 

is the factorization of p in B, so that e; is the ramification index of \Ţ3; over p, 
and we have 

IŢ3; = pB + P;(a)B, 

if P;(X) E A[X] is a polynomial with leading coefficient 1 whose reduction 
mod p isi\. 

Proof. Let P be an irreducible factor of], let a be a root of P, and let 
IŢ3 be the prime of B which is the kernel of the map 

A[a] ~ A[a]. 

It is clear that pB + P(a)B is contained in IŢ3. Conversely, let g(a) E IŢ3 
for some g(X) E A[X]. Then g = Ph with some ii E A[X], and hence 
g - Ph, which is a polynomial with coefficients in A, in fact has coefficients 
in p. This proves the reverse inclusion, and proves the last formula of our 
proposi tion. 

Finally, let e; be the ramification index of IŢ3;, so that 

e' e' 
pB = \l3I 1 • • ·\l3?, 

and let d; be the residue class degree [B/IŢ3;: A/p]. It is clear that d; is 
the degree of P;. Sincef(a) =O, and since 

it follows that 

(*) 

On the other hand, we see that 

\l3i' c pB + P;(a)e'B, 

whence using ( *) we find 

ll31' · · ·ll3:' C pB + P 1(a)e1 • • • Pr(a)e"B C pB = ll3r; · · ·ll3~~­

This proves that e; ~ e; for all i. But we know that 

,L:e;d; = deg f = [E: F] = ,L:e~d;. 

It follows that e; = e; for all i, thus proving our theorem. 
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Remark. The hypothesis that B = A[a] for some a is not always satis­
fied but if we are interested in the decomposition of a single prime ţl, 
the~ it suffices to look at the localization Bp over Ap, and in that case Bp 
can be generated by a single element except for a finite number of excep­
tions. See Proposition 16 of Chapter III, §3. 

Example. Let a 3 = 2, and let E = Q(a). It can be shown that the 
ring of algebraic integers OE is precisely Z[a]. Let p = 5. Then we have 

X 3 - 2 =(X- 3)(X2 + 3X- 1) (mod 5), 

and X 2 + 3X - 1 is irreducible mod 5. Hence the prime ideal (5) of Z 
has the decomposition 

where p1 has residue class degree 1, and p2 has residue class degree 2 
over Z/5Z. 

§9. Projective modules over Dedekind rings 
Although we shall not use this section further in this book, we include 

it for the convenience of the reader for other possible applications. We 
recall from basic algebra that a module P over a ring A is called projective 
if every exact sequence of A-modules 

o ---+ M' ---" M L p ---" o 
splits, i.e. there exists a homomorphism g: P---+ M such that f o g = idp. 
In such a case, we have a direct sum decomposition M ~ M' rJJ P. 

W e assume known the basic operation of localization of a module at 
a prime. It is defined in a manner similar to the localization in §1. 

Proposition 26. Let M be a finitely generated torsion-free module over the 
Dedekind ring A. Then M is projective. 

Proof. Let p be a prime. Then the localized module Mr is finitely 
generated torsion free over the local ring Ar, which is principal. Then 
M r is projective, so if F is finite free over A and f: F---+ M is a surjective 
homomorphism, we obtain an induced homomorphism f r : F r ---+ M r, 
which has a splitting Yr: Mr---" Fr, namely fr o Yr = idM.· There exists 
crE A such that cr <fo p and CrYr(M) c F because Yr(M) is finitely gen­
erated. The family { cr} generates the unit ideal, so there is a finite number 
of elements cr, and elements xi EA such that I xicp, = 1. Let 

g = I xicr,Yr,· 
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Then g: M ---+ F is a homomorphism, and it is immediately verified that 
(j"og") :M"---+ M" is idMP for ali p, whencefog: M---+ M is idM (verifica­
tion left to the reader). 

Proposition 27. Elementary divisors theorem. Let M be a non-zero finitely 
generated projective module over a Dedekind ring A. Then there exist 
ideals ai ( i = 1, ... , r) such that 

These ideals can be so chosen that ai 1 ai+ 1 for all i, and are then uniquely 
determined. 

Proof. Let K be the quotient field of A. Tensoring M with K we 
obtain a finite-dimensional vector space V over K, whose dimension is 
calied the rank of M and is denoted by r. The natural map of M in 
K ®AM is injective, so we may identify M inside K ®AM. There exists 
a functional A E HomA(M, A) such that A(M) # {0}. For instance, let 
{e1, ••• , er} be a hasis of V over K. A non-zero element of M can be 
written as a linear combination of this hasis, with some non-zero coeffi­
cient, say x E M, x =~)iei and Xj #O. Let A= Aj be the projection on the 
j-th coefficient. Then A.(M) =/:- {0}. After multiplying A. by some non-zero 
element of A, we may assume that A.(M) cA. Let A.(M) = a1. Then a1 is 
an ideal, and we have a surjective homomorphism M -+ a1 giving rise to 
an exact sequence 

By Proposition 26, a1 is projective, so M ~ a1 $ M'. We leave it to the 
reader to verify that the rank of M' is r-1, so the proof of the first 
statement is concluded by induction. If one takes for A. a functional such 
that A(M) is maxima! among ali possible ideals obtained as above, then 
the inductive sequence of ideals a17 ••• , ar which one obtains satisfies 
aii ai+l for ali i. The uniqueness foliows by localizing at primes p, and 
invoking the corresponding uniqueness over principal rings, which is part 
of standard algebra. 



CHAPTER II 

Completions 

This chapter introduces the completions of number fields under the 
p-adic topologies, and also the completions obtained by embedding the 
number field into the real or complex numbers. 

In §3 we discuss the rough structure of complete fields. 
In §4 and §5 we cover the basic facts concerning unramified and tamely 

ramified extensions. For the higher ramification theory, we refer the 
reader to [ArT 67]. In §4 and §5 we deal with complete Dedekind rings. 
W e define the notions of ~ unramified, tamely ramified, and totally 
ramified above p. These can also be defined globally, since they will depend 
only on the ramification index and residue class degree. However, in the 
local case, we can also apply them to the field extension, since to each 
finite extension of the ground field K there is exactly one $ above p. 

It is useful to think of finite extensions of a number field as coverings, 
and of completions as analogous to power-series fields in the theory of 
functions. Absolute values measure something like the order of a zero or 
pole of a function. 

§1. Definitions and completions 

Let K bc::: a field. An absolute value on K is a real valued function 
x ~------+ lxlv on K satisfying the following three properties: 

AV l. We have lxlv ~ O and = O if and only ij x = O. 

A V 2. For all x, y E K we have lxYlv = lxlvlYlv· 
A V 3. lx + Ylv ~ lxlv + lYlv· 

If instead of A V 3 the absolute value satisfies the stronger condition 

AV 4. lx + Ylv ~ max(lxlv, IYiv), 

then we shall say that it is a valuation or that it is non-archimedean. 
The absolute value which is such that lxl = 1 for all x rf' O is called 

trivial. \Ve shall assume from now on that none of the absolute values 
we deal with are trivial. 

31 
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When vis fixed throughout a discussion, we omit it from the notation, 
and write JxJ instead of Jxlv· 

An absolute value Il defines a distance function (x, y) ~ Jx - yJ, and 
thus a topology on the field. Two (non-trivial) absolute values are called 
dependent if they define the same topology. If they do not, they are 
called independent. It is clear that if JJ1 and 112 are absolute values such 
that there exists some X > O for which 

JxJ1 = JxJ~, all x E K, 

then they are dependent. The converse is also true, and thus the weakest 
notion of dependence implies the strongest. This is easily seen as follows. 
The set of x E K such that JxJ 1 < 1 is the same as the set such that 
lim xn = O for n ~ oo. Then if x E K and JxJ 1 > 1 we conclude that 
Jxl 2 > 1 also, because Jx-111 < 1. Since the absolute values are assumed 
tobe non-trivial, there exists y E K such that JyJ 1 > 1. Let a= JyJ 1 and 
let b = IYI2· Let x E K, x =7= O. Say JxJ ~ 1. Then JxJ1 = JyJ~ for some 
a ~ O. If m, n are integers > O such that m/n > a, we have 

JxJ1 < JyJ'f1n, 
whence Jxn/ymJ 1 < 1, and thus Jxn/ymJ2 < 1, so that 

Similarly if m, n are integers such that m/n < a, then 

JxJ2 > JyJ~fn. 
Hence JxJ 2 = JyJ~. From this it follows immediately that 

JxJ1 = JxJ~, 

where X = (log a)/(log b), thus proving our assertion. 

Let v be an absolute value on K. We say that K is complete if every 
Cauchy sequence in K has a limit (i.e. converges). Suppose that K is 
complete, and let E bea finite extension of K. Assume that we have ex­
tended the absolute value to E in some way. Since E is a finite dimensional 
vector space over K, it is easy to verify that all extensions of v to E are 
equivalent, and we shall recall the proof below. Since two of them are 
positive powers of each other, and since they coincide on K, we conclude 
that they must be equal. Thus we get: 

If K is complete under an absolute value, then an extension of this absolute 
value to a finite extension is uniquely determined. In particular, ij E is a 



[II, §l] DEFINITIONS AND COMPLETIONS 33 

finite extension of K and u: E --t uE is an isomorphism of E over K, then 

for every a E E. 

W e now recall the result about finite dimensional vector spaces over 
complete fields. 

Let k be complete with respect to an absolute value. Let V be a finite dimen­
sional vector space over k. Then all norms on V are equivalent. 

By a norm on V we mean of course a function which satisfies the same 
properties as an absolute value, namely its values are real ~ O, and 
JxJ > O if x ~ O, the triangle inequality holds, namely 

and we have 
Jx + y\ ~ \x\ + JyJ 

\cx\ = JcJJxJ cE k, X E V. 

W e say that two norms are equivalent if each one is less than or equal 
to a positive constant times the other. 

The reader can refer to my Algebra for a proof in the general case. W e 
give here a slightly simpler argument valid when k is locally compact, 
which is the only case that matters for this book. Let {a 11 ••• , an} bea 
hasis for V over k, and let 11 1\ be the sup norm with respect to this hasis. 
W e let 1 1 be any other norm. If x E V and Xi E k are its coordinates with 
respect to our hasis, then 

where C = n · sup \lai\\. This proves one inequality, and shows that the 
norm 1 1 is continuous with respect to 1\ 1\. Hence 1 1 has a minimum on 
the unit sphere with respect to \III (by local compactness), say at the 
point vE V, so that 

lvl ~ lxl, all x E V, 1\x\1 = 1. 

Let y E V, y ~ O and write 

Yi E k. 

LetjbesuchthatiYil = max IYil = 1\y\1. Theny = Yixwith\\x\1 = l,and 
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It follows that 
lviiiYII ~ IYI, 

thus proving the other inequality, and concluding the proof of our 
assertion. 

The vector space V is like n-space over k with respect to the sup norm, 
and is thus complete with respect to the sup norm, because a sequence in 
V is Cauchy if and only if the sequences of coordinates with respect to 
the given hasis are Cauchy (in k). From the equivalence of any norm with 
the sup norm, we conclude that V is complete with respect to any norm. 
All of this applies to a finite extension of k, which may be viewed as a 
normed vector space over k. 

W e shall be mostly concerned with the following examples. 
Let K = Q be the rational numbers. Then we have the ordinary 

absolute value. 
For each prime number p we have the p-adic valuation Vp = liP, de­

fined by the formula 

where ris an integer, and m, n are integers ~ O and not divisible by p. 
Let o be a discrete valuation ring with maximal ideal m, generated by 

an element 1r. Every non-zero element a of the quotient field K of o can 
be written in the forma = 1rru, where ris an integer and u is a unit in o. 
We call r the order of a. Let c be a positive real number, O < c < 1. 
If we define 

lai= cr, 

then we get an absolute value on K (trivial verification), which is in fact 
a valuation. 

There is of course considerable arbitrariness in the choice of the con­
stant c. In number fields, we shall deal with two possible normalizations 
of this constant. 

Let A be the integral closure of the integers Z in an algebraic number 
field K, and let l> be a prime of A. Let 1r have order 1 at \), and let p be 
the prime number generating l> n Z. Then p = 1r"u for some integer 
e > O and a unit u at \). Let f = f~ be the degree of A/p over ZjpZ. 
The residue class field A/l> is an extension of degree f over ZjpZ, and 
hence has p' elements. We denote by Np the number of elements in Ajp. 
We now have two absolute values determined by \). On the one hand the 
unique absolute value such that 

and 
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and on the other hand the unique absolute value such that 

For any a E K, a -;e O, we have 

!!ai!P = lal~plp. 

Similarly, if L is a finite extension of K, and '.13 lies above p in the ring 
of algebraic integers B of L, let II be an element of order 1 at '.)3. Then 

pB = '.J3e<'ll!Pl ... 
and 

17T'!'lJ = !III~<'ll1P>. 

The fact that ramification indices and residue class degrees are multipli­
cative in towers insures the consistency of these definitions when we go 
to finite extensions. 

Given a p-adic valuation on Q, any extension of it to a number field K 
comes from some prime ideal in the integral closure A of Z in K. lndeed, 
if o is the given valuation ring in K, and m its maximal ideal, then m n A 
cannot be O, and hence is a maximal ideal p. It is then trivial to verify 
that o = Ap. Thus from our point of view of Dedekind rings and integral 
closure, we recover all the valuations on K which induce p-adic valuations 
onQ. 

If K is a number field, then every embedding of K into the real or com­
plex numbers will induce an absolute value on K, which will be called 
real or complex accordingly. 

Let K be a number field. The set of absolute values on K consisting of 
the p-adic absolute values liP described above, and of the absolute values 
induced by embedding K in C or R will be called the canonica} set, and 
will be denoted by JJI K· The real or complex absolute values in M K are 
also called archimedean. 

If E is a finite extension of K and v E III K, then any absolute value tt' 
on E extending v lies in M E, and we write 

w!v. 

It is clear that two distinct absolute values in our canonica! set are 
independent, in the sense that they induce distinct topologies on K. We 
shall prove the approximation theorem, which is the analogue for absolute 
values of the Chinese remainder theorem, aud is due to Artin-Whaples. 

Theorem 1. Let K be a fielcl ancl 1 h, ... , Ils non-trivial paineise inde­
pendent absolute values on K. Let x 1, .•. , x. be elements of K, and E > O. 
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Then there exists x E K such that 

lx- x;l; < E 

for all i. 

Proof. Consider first two of our absolute values, say v1 and va. By hy­
pothesis we can find a E K such that lal 1 < 1 and lais ~ 1. Similarly1 

we can find (3 E K such that lf31t ~ 1 and lf31. < 1. Let y = (3/ a. Then 
!Yit > 1 and IYia < 1. 

We shall prove that there exists z E K such that lzl 1 > 1 and lzl; < 1 
for j = 2, ... , s. W e prove this by induction, the case s = 2 having just 
been proved. Suppose that we have found z E K satisfying 

lzh > 1 and lzli < 1 for j = 2, ... , s - 1. 

If Izia ~ 1, then the element zny for large n will satisfy our requirements. 
If Izia > 1, then the sequence 

tn = zn/(1 + zn) 

tends to 1 at Vt and V81 but tends to O at vi U = 2, ... 1 s - 1). For large 
n, it is then clear that tnY satisfies our requirements. 

Using the element z that we have just constructed1 we see that the 
sequence 

zn 

1 + zn 

tends to 1 at Vt and to O at VJ for j = 2, ... , s. For each i = 1, ... 1 s 
we can therefore construct an element z; which is very close to 1 at v; and 
very close to O at VJ for j ~ i. The element 

then satisfies the requirement of the theorem. 

Let K be a number field, and v an absolute value (assumed from now 
on tobe always in the canonical set). Then we can form the completion 
of K in the same way as one constructs the real numbers from the 
rationals. We consider Cauchy sequences in K. These forma ring. The 
null sequences form a maximal ideal, and the residue class ring is a field 
Kv. Our field K is naturally embedded in Kv (by means of the sequences 
whose elements consist of a fixed element of K), and the absolute value 
on K can be extended to Kv by continuity. We usually identify K inside 
Kv, and call Kv the completion of K, we also call Kv a local field. 

lf v is archimedean, then Kv is the field of real or complex numbers. 
In fact, Kv contains the closure of the rational numbers, which is R. 
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View K as embedded in Kv, as well as R. Then KR is a finite extension 
of R, and hence equal to R or C (in the latter case, determined up to com­
plex conjugation). But KR is then complete, hence closed, so that 
KR = Kv. 

If v is non-archimedean, i.e. is a valuation, corresponding to a prime 
ideal)l of the ring of algebraic integers of K, then Kv will also be written 
Kp, and will be called the field of )l-adic numhers. We shall now consider 
in greater detail the situation when v = Vp is a )l-adic valuation. 

Let A be the integral closure of Z in K, i.e. the ring of algebraic integers 
of K. Denote by Av the closure of A in Kv, and let x E Av. Select y EA 
such that 

lx- Yi < lxl 
CII = lip). Then IYI = IY - x + xl = lxl because of the non-archimedean 
nature of our valuation. Since all elements of A have a )l-adic absolute 
value which is ~ 1, it follows that all elements of Av have a )l-adic ab­
solute value ~ 1. A similar argument shows that the closure of )l consists 
of elements of Av which have absolute value < 1, and that an element 
x E Kv which does not lie in Av has absolute value > 1. In particular, 
the value group on Kv and K is the same, and is infinite cyclic. If 1r is 
an element of order 1 at )lin A, then l1rl generates this value group. 

Let o = Ap be the local ring at )l. AU the elements of o have a )l-adic 
absolute value ~ 1 because their orders at )l are ~ O. Hence o lies in the 
closure of A, and hence the closure of o in Kv is the same as the closure 
of A. It is called the ring of )l-adic integers in Kv. Let mp be the maximal 
ideal of Ap. Then we have canonica! isomorphisms 

if we denote by llv the closure of )l in Av. 
In view of the above remarks, every element a ~ O m Kv has an 

expression 
a= 1rru, 

where lulp = 1, and u is therefore a unit in the closure Av of A. Hence 
Av is a unique factorization domain with precisely one prime, and is 
therefore a discrete valuation ring. 

Let E bea finite extension of K, B the integral closure of A in E, and 
~ a prime of B lying above )l. Let w be the canonica! absolute value 
corresponding to ~· Then we have a commutative diagram: 
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the arrows on the top, bottom, and left being inclusions, and the right 
vertical arrow mapping Av on the closure of A in Bw. Similarly, we have 
a commutative diagram of residue class fields: 

B/113 ~ Bw/113w 
i i 

A/Il ~ Av/llv 

the vertical arrows being injections, and the horizontal arrows being 
isomorphisms. 

Let Kw be the closure of K in Ew. Then the composite field EKw is a 
finite extension of Kw contained in Ew. We know that EKw is complete, 
hence closed, hence equal to Ew. The same argument of course applies 
also to the case when v, w are both induced by embeddings into the real 
or complex numbers. 

Theorem 2. Let K be a number field, v one of its canonical absolute 
values, E a finite extension of K. Tu·o embeddings u, T: E ~ Kv over K 
give rise to the same absolute value on E if and only if they are conjugate 
over Kv. 

(By conjugate over Kv we mean that there exists an isomorphism X of 
uE · Kv onto TE· Kv which is the identity on Kv.) 

Proof. Suppose that the two embeddings are conjugate over Kv. Then 
the uniqueness of the extension of the absolute value from Kv to Kv guar­
antees that the induced absolute values on E are equal. Conversely, 
suppose that this is the case. Let 

X:TE~uE 

be an isomorphism over K. W e shall prove that X extends to an isomor­
phism of TE· Kv onto uE · Kv over Kv. Since TE is dense in TE· Kv, 
an element x E TE· Kv can be written 

x = lim TXn 

with Xn E E. Since the absolute values induced by u and T on E coincide, 
it follows that the sequence 

converges to an element of uE · Kv which we denote by Xx. One then 
verifies immediately that Xx is independent of the particular sequence 
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TXn used, and that the map 

X: rE· Kv --4 uE · Kv 

is an isomorphism, which clearly leaves Kv fixed. This proves our assertion. 
This result gives a clear picture of the nature of the extensions of v 

to E, including the archimedean absolute values. 
Corollary 1. Let K be a number field and E a finite extension, of degree n. 
Let vE MK and for each absolute value w on E extending v, let nw be the 
local degree, 

Then 

Lnw = n. 
wlv 

Proof. Immediate from Theorem 2 and the fact that for a finite sep­
arable extension, the degree is equal to the number of conjugates. 

Corollary 2. Let K bea number field, and v0 an absolute value in MQ· 
Let a E K. Then 

II lai~· = IN~(a)ivo· 
vlvo 

Corollary 3. Let k be a number field and E a finite extension. Let v E M k 
and for each w!v in E, let N w be the local norm from Ew to kv, and Trw 
the local trace. Then 

E II Nk (a) = N w(a), 
.wjv 

and 

Trf(a) = L Trw(a) 
wlv 

for all a EE. 

Remark. From Corollary 1, viewing a number field as a finite extension 
of Q, we see immediately that we have an isomorphism 

if v0 is a fixed absolute value in M Q· 

Let K be a number field and E a finite extension of degree n. Let v 
be an absolute value in MK. We shall say that v splits completely in E if 
there exist precisely n extensions of v to E. From Theorem 2, we see at 
once that v splits completely in E if and only if every embedding u of E 
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into K" over K maps E into K", i.e. (uE)K" = K". From this we im­
mediately obtain some basic properties concerning the case when v splits 
completely as foliows: 

Se 1. Let E :::> F :::> K be finite extensions. An absolute value v in Mx 
splits completely in E if and only if it splits completely in F, and 
every wiv in F splits completely in E. 

se 2. lf V splits completely in E, if KdK is finite, and vliv in Kt, then 
v1 splits completely in EK1• 

se 3. lf Et, E2 are finite extensions of K, and V splits completely in El 
and E2, then v splits completely in the compositum E 1E2. 

The proofs are immediate. 

Let A be a Dedekind ring. Its group of fractional ideals is isomorphic 
to the free abelian group generated by the prime ideals. If lJ is a prime 
ideal, and Ap the local ring at p, then the group of fractional ideals of Ap 
is infinite cyclic, generated by the maxima! ideal mp of Ap. If v is the 
absolute value determined by lJ and A" the completion of A (or Ap), then 
A" is also a Dedekind ring, and its group of fractional ideals is infinite 
cyclic, generated by p". Thus we ha ve natural maps: 

I(A") --+ I(Ap) --+ I(A), 

the first arrow being a bijection, and the second an inclusion. It is con­
venient to make an abuse of language, and occasionaliy to identify p", 
mp, and lJ and just cali any one of them lJ. A product 

b = IT lJrp 
p 

with integers rp ali but a finite number of which are O could be calied a 
formal ideal, and according to the context can be interpreted as an 
element of I(A), I(Ap), or I(A"). We shali caliprp its p-component and 
denote it by bp. We say that rp is the order of b at lJ and write 

rp = ordpb. 

If a =;6. O is an element of the quotient field of A or of A", then we can 
form the principal fractional ideals aA, aAp, or aA" and the orders of 
these at lJ are ali equal to the same integer, ordp a. 

If a, {:J are two such elements, we write 

a= {:J (mod b) 

if ordp(a - {:J) ~ ordp b. If a, {:J lie in the quotient field of A and we 
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view b as being a fractional ideal, then this means that a - {3 lies in b 
and is a congruence in the usual sense. It is convenient to visualize it as 
applying simultaneously to any one of the three above rings if b = ţ{ is 
the power of a single p. 

Suppose that A is a Dedekind ring and p a prime of A, with a corre­
sponding valuation v. Let Av be the closure of A in the completion Kv 
of the quotient field, and Pv the closure of p in Av. Then Av is a discrete 
valuation ring. If a is a fractional ideal of A, then we have trivially: 

if rp = ordp a. Conversely, given a fractional ideal p~ of Av, we have 

p~ n A= p•. 

The closure of the fractional ideal a in Av is aAv. AII these statements are 
trivial to verify, and we leave the details to the reader. 

§2. Polynomials in completefields 

Throughout this section, we assume that K is a field complete under a 
valuation, and we let o be the ring of integers, i.e. the set of elements of 
absolute value ~ 1. We don't need to assume that the valuation is dis­
crete. W e let p be the maximal ideal of o. W e observe that a series 

with an E K converges if and only if 

Iim an= O. 
n--+oo 

Thus convergence is easier to deal with than in the archimedean case. 
We now discuss the possibility of finding roots to certain polynomials 

in complete fields. 

Proposition 1. Let m be a positive integer such that 

m ~O (mod p). 

Then for any x E P the binomial series of (1 + x) l/m converges to an m-th 
root of 1 + x in o*. 

Proof. Obvious, because the binomial coefficients have no p in the 
denominators. 

It is frequently necessary to have a more refined criterion for the exist­
ence of a root. 
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Proposition 2. Let j(X) be a polynomial with coefficients in o. Let a 0 

be an element of o such that 

(here f' denotes the formal derivative of f). Then the sequence 

f(ai) 
ai+l = ai- f'(ai) 

converges to a root a of j(X) in o. Furthermore, 

1 1 < 1 f(ao) 1 1 a - ao = f'(ao)2 < . 

Prooj. Let c = \f(ao)/f'(a0) 2 \ < 1. We show inductively that 

(i) \ai\ ~ 1, 
(ii) \ai - ao\ ~ c, 

(iii) 1 f(ai) 1 < c2i 
f'(ai) 2 = 

These three conditions obviously imply our proposition. If i = O, they 
are hypotheses. By induction, assume them for i. Then: 

(") l f(ai) 1 < 2i • 1 1 < 2' 1 
1 f'(ai) 2 = c giVes ai+l - ai = c < , 

whence \a;+tl ~ 1. 

(ii) \ai+l - aol ~ max{\ai+l - a'i\, \ai - ao\} = c. 

(iii) By Taylor's expansion, we have 

f( ) f( ) ! '( ) f(ai) + ~ (!(ai) ) 2 

ai+l = ai - ai f'(ai) f'(ai) 

for some ~ E o, and this is less than or equal to 

in absolute value. 
Using Taylor's expansion onf'(ai+1) we conclude that 

From this we get 

as desired. 
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(The interested reader can refer to Bourbaki [Bou 62] to see a more 
general formulation of the preceding proposition.) 

As an application, we observe that in the 2-adic field Q2 , the equation 
x2 + 7 = O has a root. In fact, for any element 'Y = 1 (mod 8) in Q2 
the equation x 2 = 'Y has a root. W e take a 0 = 1 in Proposition 2. 

Proposition 2 applies also in the trivial case when 

f(a 0 ) = O (mod p) but f'(a 0 ) 1= O (mod p). 

The solution of the recursive linear equation needed to refine a 0 to a root 
of fis then more trivial. Another way of characterizing this situation is to 
say that a 0 is a root of multiplicity 1 of the polynomial f reduced mod p. 
W e shall call this the trivial case of Hensel's lemma. 

Proposition 2 also shows that every unit of o sufficiently close to 1 has 
an m-th root if m is not divisible by the characteristic of K. Indeed, we 
need but consider the equation 

xm-u=O 

and take ao = 1, provided lu- li < lml 2 • 

'Ve prove next a useful approximation lemma in finite extensions. 

Proposition 3. Let a, {3 be two elements of the algebraic closure of K, 
and assume that a is separable over K({3). Assume thatfor all isomorphisms 
u of K (il() over K, u # id, we have 

lf3 - al < lua - a!. 

Then K(a) C K({3). 

Proof. It suffices to show that for all isomorphisms of K({3, a) over K({3) 
the element a remains fixed. Let T be such an isomorphism. By the 
uniqueness of extensions of absolute values over complete fields, applying 
• to f3 - il( yields for all u # id: 

lf3 - Tai < lua - al. 

Using the hypothesis, we obtain 

ira - al = Ira - {3 + {3 - al < lua - a!. 

This implies that T is the identity, hence K({3, a) = K({3), as desired. 

Proposition 3 is known as Krasner's lemma. It is useful in determin­
ing extensions of K. 

Next, we note the continuity of the roots of a polynomial. 
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Let f(X) be a polynomial in K[X] having leading coeffi.cient 1 and 
admitting a factorization 

in the algebraic closure of K. Say f has degree n, and the ai are distinct. 
Let g also have degree n and leading coeffi.cient 1. As usual, we denote 
by IYI the maximum of the absolute values of the coeffi.cients of g. One 
sees immediately that if IYI is bounded, then the absolute values of the 
roots of g are also bounded. 

Suppose that g comes close to j, in the sense that li- gl is small. If 
(3 is any root of g, then 

1 f(f3) - g({3) 1 = 1 f(f3) 1 

is small, and hence (3 must come close to some root of f. As {3 comes close 
to say a = a 1, its distance from the other roots of f approaches the dis­
tance of a 1 from the other roots and is therefore bounded from below. 
We may say in that case that {3 belongs to a. 

If g comes suffi.ciently close to j, and say {3 1, ••. , {38 are the roots of g 
which belong to a (counting multiplicities), then we contend that s = r 
(the multiplicity of a in f). 

If this is not so, then we can find a sequence g. as above, approaching J, 
with precisely s roots f3C:', ... , f3!•> belonging to a and s ~ r. Thus each 
f3C:', ... , f3!"' approaches a. But Iim g. = f and hence a must ha ve multi-
plicity s in J, contradiction. • 

As an application, we have: 

Proposition 4. lf f is irreducible and separable, then any polynomial g 
sujficiently close to fis also irreducible. (Both f and g are still assumed to 
have leading coejficient 1, and the same degree.) Furthermore, given a root 
a of f, there exists a root {3 of g belonging to a, and K(a) = K({3). 

Proof. If g is suffi.ciently close to j, then its roots have multiplicity 1, 
and belong to the distinct roots of f. If (3 is a root of g very close to the 
root a of j, then Krasner's lemma immediately shows that K(a) = K((3). 
Hence- g is irreducible, since it has the same degree as f. 

Corollary. Let K be a finite extension of Qp. Then there exists a finite 
extension E of Q contained in K such that [E: Q] = [K: Qp] and E is 
dense in K, so that K = EQp. 

Proof. Let K = Qp(a), letj be the irreducible polynomial of a over Qp, 
and take for g a polynomial very close to f as before, but with coeffi.cients 
in Q. Then let E = Q(f3). 
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In viewof this corollary, we call any finite extension of Qp also a p-adic 
fi.eld. The integral closure of the p-adic integers in K has a unique max­
ima! ideal which is denoted by p. 

§3. Some filtrations 

Let o be a discrete valuation ring with maxima! ideal p, let K be its 
quotient field, and assume that K is complete under the valuation induced 
by o. Let 1r be a generator for p. This notation will stay fixed throughout 
the section. We also fix a valuation corresponding to o. 

We know that in the topology given by the valuation, we have sub­
groups pr (r = 1, 2, ... ) which are open in the topology. Indeed, given 
x E K, if y is an element of K such that lx - Yl < lxl, then IYI = lxi­
Thus the pr are open subgroups whose intersection is O. Consequently, 
they form a fundamental system of neighborhoods of O in K. (We let 
p0 = o by definition.) 

As an additive group, each factor group pr jprH is isomorphic to o/p 
under multiplication by 1rr. 

The units of o form a group under multiplication, which will be denoted 
by U. For each integer i ~ 1 we let 

and define U o = U. Then Ui is a group, because whenever x, y E pi 
we see that 

and 

(1 + x)(1 + y) = 1 + x + y + xy E 1 + pi (i ~ 1) 

= 1 + x + y mod(1 + pi+1) 

(1 - x)-1 = 1 + x + x 2 + · · · 
is a convergent series. 

The units are an open subset of o. 
If 1r has order 1 at p, then it is clear that K* is topologically and alge­

braically isomorphic to the product { 1r} X U (letting { 1r} be the cyclic 
group generated by 1r). 

Under the canonica! map 

o --+ o/p 

the units map on the non-zero elements of o/p, and the kernel of the 
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induced homomorphism 

U -t (o/p)* 

is precisely U1• Thus U/U 1 ~ (o/p)*. 
Furthermore, for i ~ 1, we have an isomorphism 

p"jpH 1 -t Ui/Ui+t 

induced by the map on p" given by 

X ~--+ (1 + X) mod Ui+l 

which is immediately verified to be a homomorphism, whose kernel is 
pi+1• This map is a truncated exponential map. 

If o/p is a finite field, with q elements, then the number of elements in 
p1 jp>+l is also equal to q. The number of elements in U /U 1 is then q - 1. 

Proposition 5. lf o/p is finite, then o and U are compact. 

Proof. W e observe that o is the projective limit of the finite groups 
o/p' and hence is compact. (It can be viewed as a closed subgroup of the 
Cartesian product of the o/p'.) The same argument applies to U as a 
projective limit of U /Ui. 

The Ui forma fundamental system of neighborhoods of 1 in U. 
In view of Proposition 5, we conclude that a p-adic field is locally 

compact. 
As we remarked in the preceding section, every unit of a p-adic field 

suffi.ciently close to 1 is an m-th power. Thus given a positive integer m, 
the index (U: um) is finite. We shall now determine this index. 

W e need a group theoretic lemma. 

Lemma. Let f be a homomorphism of a commutative group A into some 
other group. W e denote the image of f by A 1 and its kernel by At. Let B be 
a subgroup of A. Then 

in the sense that if two of the indices are finite, so is the third and the equality 
holds. 

Proof. Consider the composite homomorphism of f and the canonica! 
map 
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Its kernel in A is B +Ah and hence we have an isomorphism 

But A ::::> B + At ::::> B, and 

Our lemma follows at once. 

Proposition 6. Let K be a p-adic field and U the units of its ring of 
integers. Let m bea positive integer. Then 

and 

(K* : K*m) = iir::î!P (K!,: 1) 

( where K!', is the group of m-th roots of unity contained in K). 

Proof. The second formula follows from the first by recalling that 
K* ""'Z X U. 

We now consider the unit index, and the proof is taken from Artin [1]. 
Take r so large that jm1l'r+II ~ j1r2 rl and consider the group Ur. Then 

for any integral x, 

Thus if ordp m = s, we have 

Take r sufficiently large that no m-th root of unity except 1lies in Ur. We 
apply the lemma to the homomorphism f(a) = am, applied to the units. 
We obtain 

Hence 

(U. um) _ (U: Ur+•) (K* . ) _ ( . * . · - (U: Ur) m .1 - Ur. Ur+s)(Km .1). 

But (Ur: Ur+•) = (Np)• and our assertion follows. 
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Corollary. lf K contains the m-th roots of unity, then 

and 

§4. Unramified extensions 

lV e continue to assume that K is complete under a discrete valuation, with 
ring A and maxima[ ideal\). 

If E is a fin~te extension of K and B the integral closure of A in E, then 
there is a unique prime ideal '13 of B lying above \), and B is a discrete 
valuation ring. If e is the ramification index and f the residue class degree, 
then 

ef = [E :K]. 

(In this book, we have proved this only when E is separable over K. 
As we are primarily interested in number fields, we don't give the proof 
in general. The reader may assume that K has characteristic O if he 
wishes.) 

W e see that e = 1 if and only if 

[E:K] = [Bj$:Ajp]. 

If this equality holds and the residue class field extension B/$ over A/p 
is separable, then we shall say that '13 is unramified over \), or that E is 
unramified over K. 

Let q;: B ~ B/$ be the canonica! homomorphism. If 

is a polynomial with coefficients in B, then we denote by g"' the polynomial 
q;(f3n)Xn + · · · + q;({30 ), obtained by applying the map q; to the coeffi­
cients of g. 

Proposition 7. Let E be finite over K, and assume that $ is unramified 
over p. Let a E B"' be such that B"' = A"'(a) and let a be an element of B 
such that q;a = a. Then E = K(a), and the irreducible polynomial g(X) 
of a over K is such that g"' is irreducible. Conversely, if E = K(a) for some 
a E B satisfying a polynomial g(X) in A[X] having leading coejficient 1 
and such that g<P has no multiple root, then !B is unramified over p and 
B<P = A<P(cpa). 

Proof. First assume '13 unramified. Let g(X) be the irreducible poly­
nomial of a over A"'. Let a be an element of B such that q;a = a, and 
let g(X) be its irreducible polynomial over K. Then a is integral over A, 
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and ă is a root of g"', whence g divides g"'. On the other hand 

deg g = [B"': A"'] = [E : K] ~ deg g 

and so g = g"'. This proves the first statement. 
Conversely, if a satisfies the stated condition, then we may assume 

without loss of generality that its irreducible polynomial g(X) is such 
that g"' has no multiple roots. We can now apply Corollary 2 of Proposi­
tion 14, Chapter I, §5 (to the smallest Galois extension of K containing E) 
to conclude that g"' is a power of an irreducible polynomial, and hence is 
irreducible. Using the inequalities 

[A"'(r,oa): A"'] ~ [B"': A"'] ~ [E: K] 

we now conclude that we must have an equality everywhere, and that 

B"' = A"'(r,oa). 

This proves our proposition. 

Proposition 8. Let E be a finite extension of K. 

(i) If E :J F::) K, then E is unramified over K if and only if E is un­
ramified over F and Fis unramified over K. 

(ii) lf E is unramified over K, and K 1 is a finite extension of K, then 
EK1 is unramified over K 1. 

(iii) lf E 1 and E 2 are finite unramified over K, then so is E 1E 2 • 

Proof. The first assertion comes from the fact that the degrees of residue 
class field extensions are bounded by the degrees of the field extensions, 
and their multiplicativity property in towers. One must also use the fact 
that assertion (i) holds when "unramified" is replaced by "a finite separable 
extension". The second assertion is an immediate consequence of our 
criterion in Proposition 7. The third comes formally from the first and 
second. 

Proposition 9. For each finite extension E of K in a given algebraic 
closure, let B E be the integral closure of A in E. Let A be the integral closure 
of A in the algebraic closure K of K. Let r,o bea homomorphism of A such 
that its restriction toBE has the maximal ideal 'l3E as kernel. Then the map 

BE ._ B"E 

induces a bi;"ectîon between unramified extensions E of K and separable 
extensions of A"'. 

Proof. W e ha ve shown in Proposition 7 that every finite separable 
extension of A"' is obtainable as an image B'f;; for some finite extension E 
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of K, unramified over K. We now must prove the uniqueness. If E 1 C E 2 

are unramified, then clearly cpBE 1 C cpBE 2 • Let E1 = K(a1) and 
E 2 = K(a2) be unramified extensions, generated by elements a 1, a 2 re­
spectively satisfying polynomials over A having leading coefficient 1, and 
whose reductions mod )l have no multiple roots. Then E 1E 2 = E 2 (a1), 

and a 1 satisfies with respect to E 2 a similar condition (with the same poly­
nomial as over K). Let E = E 1E 2 • Using Proposition 7 once more, we 
conclude that 

If cpBE 1 = cpBE2 , we conclude that E1 = E 2 , thus proving our proposition. 

If we assume that A~' is a finite field, as is the case in number theory, 
then its algebraic extensions are all separable, and in fact are cyclic. The 
Galois group is generated by a canonica! automorphism, the Frobenius 
automorphism u (Chapter I, §5) such that 

if q is the number of elements in the residue class field A/p. Thus each 
finite unramified extension of K is in fact cyclic, and has a uniquely deter­
mined automorphism corresponding to u. In fact, we see that in Propo­
sition 14 of Chapter I, §5 the Galois group G of an unramified extension 
is equal to G~ because there is only one 'l3 above p, and G~ is isomorphic 
to the Galois group of the residue class field extension. 

Corollary. Let K be a p-adic field ( i.e. completion of a number field under 
a )l-adic valuation). Let E be an unramified extension of K. Then every 
unit of K is a norm of a unit in E. 

Proof. Let u bea unit in K. We identify the Galois group of E over K 
with the Galois group of the residue class field extension. It is a simple 
consequence of Hilbert's Theorem 90 (or anything else you can think of) 
that both the trace and norm from a finite extension of a finite field are 
surjective. Hence there exists a unit a 0 in E such that 

u = N~a0 (mod p). 
Then 

for some c1 E A. Let 

with x1 in BE. Then 
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where Tr is the trace, and it is again an easy matter to verify that the trace 
is surjective in the residue class field extension. Hence we can select X1 

such that 

whence we can find a 1 such that 

Proceeding inductively, we can find ao, a1, ... , an such that 

an = 1 (mod Pn) 
and such that 

uN~(ao · · · an)- 1 = 1 (mod pn+1). 

The infinite product 

is convergent to an element a such that 

N~a = u, 

thus proving our corollary. 

§5. Tamely ramified extensions 
W e still assume that K is complete, under a discrete valuation, with Dede­

kind ring A and maximal idealp, and we assume that Ajp is perfect. 
If E is a finite extension, we denote by B = B E the integral closure of 

A in E, and ~ = ~E its maximal ideal. 
W e shall say that ~ is totally ramified above p if [ E : K] = e. In that 

case, the residue class degree is equal to 1 (because ef = n). Since ~ is 
the only prime of B lying above p, we say that E is totally ramified over K. 

Proposition 10. Let E be a finite extension of K. Let Eu be the com­
positum of all unramified subfields over K. Then Eu is unramified over K, 
and E is totally ramified over Eu. 

Proof. The first statement comes from Proposition 8 of the preceding 
section. As to the second, we consider the towers 

E 
1 

Eu 
1 

K 

B/~ 
1 

Bu/~u 
1 

Ajp 
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If the residue class field extension in the upper level of the tower had 
degree > 1, then it could be lifted back to an unramified subfield of E 
over E,.., of the same degree, contradicting the maximality of E,... Hence 
the degree must be equal to 1, and therefore E is totally ramified over E,... 

Let E bea finite extension of K. We shall say that 113 is tamely ramified 
over )> ( or E tamely ramified over K) if the characteristic p of the residue 
class field A/1> does not divide e. If it does, we say that 113 is strongly ram­
ified. W e shall now describe totally and tamely ramified extensions. 

Proposition Il. Assume that E is totally ramified over K. Let II be 
an element of order 1 at 113. Then II satisfies an Eisenstein equation 

x· + a._lx•-l + ... + ao = o, 
where ai E )>for all i and a 0 '/:-O (mod )> 2). Conversely, such an equation is 
irreducible, and a root generates a totally ramified extension of degree e. 

Proof. AU conjugates of II over K have the same absolute value (by the 
uniqueness of the extension of )> to any finite extension), and hence the 
coefficients of its irreducible polynomial, which are polynomial functions 
of the roots, lie in ~ n A = p. The last coefficient a0 is the product of IT 
and its conjugates, and there are e of those. Hence 

iaol = III\", 

so a0 = 7r is an element of order 1 at )>. As to the converse, an Eisenstein 
equation is irreducible. If {3 is a root, then the same argument we applied 
to II before now applies to {3 and shows that lf31" = !1rl. Hence 
e = [K(f3) : K]. 

We observe that if p f e, then the extension is tamely ramified. 

Proposition 12. Let E be totally and tamely ramified over K. Then there 
exists an element II of order 1 at 113 in E satisfying an equation 

x·- 1r =o 
with 7r of order 1 at )>in K. Conversely, let a be an element of A, and e a 
positive integer not divisible by p. Then any root of an equation 

x·- a= o 
generates a tamely ramified extension of K, and this extension is totally 
ramified if the order at )> of a is relatively prime to e. 

Proof. Let f(X) = x• - a with a E A and e not divisible by p. Let 
a be any root of f. Write a = 1rru with some integer r and a unit u of A. 
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Then K(a) is contained in K(ţ, u 11", 1r11"), where ţ is a primitive e-th root 
of unity. The extension F = K(ţ, u 11") is unramified over K, and hence 1r 

is still a prime element in $F· The extension F(1r 11") is totally and tamely 
ramified, and hence the ramification index of K(a) over K divides that of 
K(ţ, u 1'", 1r1'") over K. This proves that K(a) is tamely ramified over K. 
If the order of a at ţJ is relatively prime to e, then we can find two integers 
s, t such that 

se+ tr = 1. 

Let {J = a 11r8• Then {J" and 1r have the same order at $, whence the 
ramification index is at least equal to e. 1 t must therefore be equal to e 
(because [K(a): K] ~ e), and our extension is totally tamely ramified. 

There remains to prove that any totally and tamely ramified extension 
is generated by the root of an equation 

x•- 1r =o 
for some prime element 1r of p. For this we shall need a lemma. 

Lemma. Let e be a positive integer not divisible by p. Let E be a finite 
extension of K, 1r0 a prime element in ţl, and {J an element of E such that 
ifJI" = l1rol· Then there exists an element 1r of order 1 in p such that one 
of the roots of the equation x• - 1r = O is contained in K (fJ). 
Proof. We can write {J" = 1r0u with a unit u in B. Since the extension 

is totally ramified, the residue class degree is equal to 1, and hence there 
exists a unit uo in A such that u = u 0 (mod$). Letting 1r = 1r0u0 we get 

{J" = 7r + 1rX 

with some element x = O (mod $). Thus 

Let f(X) = X" - 1r, and let a1, ... , a. be its roots. Then 

But laii = ifJi for each i. Hence for at least one value of i, say i = 1, 
we have 

On the other hand, 
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By Krasner's lemma, it follows that K(rx1) c K(/3) thereby proving our 
assertion. 

Proposition 12 follows at once by taking {3 = II. 

Proposition 13. Let E be a finite extension of K. Then all statements 
of Proposition 8 hold if the word "unramified" is replaced throughout by 
the words "tamely ramified". 

Proof. Routine, using the multiplicativity of the ramification index, 
and Proposition 12. 

Corollary. Let E be a finite extension of K, and let E t be the compositum 
of all tamely ramified subextensions. Then E 1 is tamely ramified over K, 
and E is totally ramified over E 1• Furthermore, if p is the characteristic of 
the residue class field, then the degree [E: E 1] is a power of p. 

Proof. Let e be the ramification index and write 

where e0 is prime to p. Let II be an element of order 1 at '-13, and let 

{3 = IIP'. 

By the lemma, K(ţj) contains a tamely ramified subextension of ramifica­
tion index e0 . The composite of this extension with the maximal un­
ramified subfield of E gives us a tamely ramified extension F of K, and 
from the definition of {3, it follows that the ramification index of E over F 
is p•. On the other hand, E is totally ramified over F (because F contains 
Eu), and hence [E: F] = p•. Any tamely ramified subextension of E must 
be contained in F, otherwise its compositum with F would be tamely 
ramified over F. This proves the corollary. 

Lastly, we specialize to ţJ-adic fields and prove a useful finiteness 
statement. 

Proposition 14. Let K be a \)-adie field (finite extension of Qp). Given 
an integer n, there exists only a finite number of extensions of degree ;;;;; n. 

Proof. Since there is exactly one unramified extension of a given degree, 
corresponding to an extension of the residue class field, and since every 
extension is a tower of an unramified and totally ramified extension, it 
will suffice to prove that there is only a finite number of totally ramified 
extensions of a given degree e. But such extensions are obtained by 
Eisenstein equations 

X" + ae-lxe-l + ' • • + Uo7r = 0, 
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where the coefficients ai belong to p and uo is a unit ( 71" being a fixed prime 
element of p). The Cartesian product 

PX···Xţ:~XU 

of the units and of p taken e - 1 times is compact. Any point in it can be 
viewed as determining a finite number of extensions of degree e (corre­
sponding to the distinct roots of the equation). By Krasner's lemma, it 
follows that a neighborhood of such a point determines the same extensions 
(Proposition 4 of §2), and by compactness the finiteness follows. 



CHAPTER III 

The Different and Discriminant 

The study of the different and discriminant provides some information 
on ramified primes, and also gives a sort of duality which plays a role both 
in the algebraic study of ramification and the !ater chapters on analytic 
duality. It also gives a good method for computing the ring of algebraic 
integers in a number field, as in Proposition 10. 

§1. Complementary modules 

Throughout this section, A is a Dedekind ring, K its quotient field, 
Ea finite separable extension of K, and B the integral closure of A in E. 
Let L be an additive subgroup of E. We define its complementary set 
(relative to the trace) tobe the set of x EE such that 

Tr~(xL) CA, 

and denote it by L'. Then L' is an additive group. If AL= L, then 
AL'= L'. 

If L, M are two additive subgroups of E, and L C M, then M' c L'. 
W e also ha ve the following properties. 

Proposition 1. lf w 1, .•• , Wn is a basis of E over K and 

L = Awx + · · · + Awn, 
then 

L' = Aw~ + · · · + Aw~, 
where { wa is the dual basis relative to the trace. 

Proof. Let a EL' and write 

with ai E K. Then Tr(awi) = ai, whence ai EA for ali i. This proves 
57 
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the inclusion C. Conversely, 

Tr(Aw~L) = A · Tr(w~L) CA 

so the inclusion ~ is equally trivial. 

Since every fractional ideal of B is squeezed between two A-modules of 
type Aw1 + · · · + Awn for suitable bases {wi} of E over K, and since 
A is Noetherian, we obtain: 

Corollary. lf b is a fractional ideal of B, then b' is also a fractional 
ideal. Furthermore B C B'. 

Proposition 2. Let E = K(a) bea finite separable extension, of degree n. 
Let f be the irreducible polynomial of a over K, f' its derivative, and 

.J(X) a= bo + b1X + · · · + bn_1xn-l. 

Then the dual basis of 1, a, ... , an-l is 

bo bn-1 
f'(a) ' ... 'f'(a) . 

Proof. Let a1, ... , an be the distinct roots of f. Then 

t f(X) _A_ = xr 
i=l (X - ai) f'(ai) ' 

O~r~n-1. 

To see this, let g(X) be the difference of the left- and right-hand side of 
this equality. Then g has degree ~ n - 1, and has n roots a1, ... , an; 
hence g is identically O. 

The polynomials 
f(X) ai 

X- ai f'(ai) 

are all conjugate to each other. If we define the trace of a polynomial 
with coeffi.cients in E to be the polynomial obtained by applying the trace 
to the coeflicients, then 

Tr [.J<~? a f~:)] = xr. 
Looking at the coeffi.cient of each power of X in this equation, we see that 

Tr (ai f'~~)) = Oii 

thereby proving our assertion. 
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Corollary. Assume that B = A[a]. Then B' = B/f'(a). 

Proof. Using the recurring formulas 

bn-1 = 1 

bn-2 - abn-1 = an-1 

59 

we see that the module generated by 1, a, ... , an-1 over A is the same as 
that generated by b0, ••• , bn_1. Our corollary follows immediately. 

Proposition 3. Assume that A is a discrete valuation ring, that there is 
only one prime !B of B above :p, and that Bf!B is separable over Af:p. Then 
there exists a E B such that B = A[a]. 

Proof. Let {J be an element of B whose residue class mod~ generates 
B/~ over A/p. Let f be a polynomial with leading coefficient 1 and 
coefficients in A such that its reduced polynomial mod ll is an irreducible 
polynomial for {J mod~. Let II be an element of order one at ~ in B. 
Then 

f({J +Il) = f(fJ) + f'({J)II (mod ~2), 

andf'({J) ~O (mod~). Hence taking either {J or {J +II yields an element 
a such that its residue class generates B/~ over A/p and such that there 
exists an element of order 1 at ~in the ring A[a]. We conclude by Propo­
sition 23 of Chapter I, §7 that B = A[a]. 

The preceding proposition gives us a criterion when we can apply 
Proposition 2. It applies in particular in the local case, when our Dedekind 
ring is complete. 

Proposition 4. Let b be a fractional ideal of B. Then 

b' = B'b-1• 

Proof. We have 

Tr(B'b-1b) = Tr(B'B) CA 

whence B'b- 1 C b'. The converse is equally clear. 

For purposes of the following proposition, we denote by B~1 K the com­
plementary module of B. We need some index, since we shall deal with 
more than two fields. 

Proposition 5. Let E :::> F :::> K be two separable extensions, C the integral 
closure of A in F, and B the integral closure of A in E. Then 
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Proof. W e prove first the inclusion :::>. W e ha ve 

Tr::(B'EtFC'FtxB) = Trk Tr~(B'EtFC'FtKB) 

= Trk(C'FtK Tr~(B'EtFB)) 
cA. 

This proves the desired inclusion. 
Conversely, let {3 E BE;K· Then 

Trf:(f3B) = Trk(C Tr~({3B)) CA 

(we can insert C since CB = B). Thus 

and 
Tr~({3B) C C'FtK, 

C'F!k Tr~(f3B) c C. 

[III, §1] 

The C-fractional ideal C~/k can be taken inside the trace Tr: because it 
is contained in F. Hence 

{3C'Fik C B'EtF· 

Multiplying by C~tK shows that {3 E C~1xBE/F and concludes the proof 
of the reverse inclusion. 

Notation being as above, we define the different 1::!BtA tobe BE/k. The 
preceding proposition gives us the rule 

which is called the multiplicativity of the different in towers. 
The different is the inverse of a fractional ideal containing the integers, 

and therefore is an ideal. 

Proposition 6. Let S be a multiplicative subset of A. Then 

Proof. Obvious. 

Proposition 6 allows us to compute the different by localizing at a 
prime p of A. This has the advantage that A~ becomes principal. 

We shall now see how the different localizes in the completion, and 
how it can be computed purely locally. 

Using Proposition 6, we may assume that A is a discrete valuation ring. 



[III, §1] COMPLEMENTARY MODULES 61 

Proposition 7. Let A be a discrete valuation ring, v its valuation, and 
~ a prime of B lying above the prime p of A. Let wlll be the valuation corre­
sponding to ~ and A", Bwlll the respective completions. Then: 

Proof. Since the differents are ideals, it suffices to prove that 

ordlll 'I:JB/A = ordlll 'I:JB,.Ill/A 0 • 

Let Tr denote the trace from E to K and Trw the local trace from Ew to 
K" for any w extending vinE. Then 

Tr= L:Trw 
wlv 

(as an operator on E). 
Let x E Ewlll and assume that Trwlll(xBwlll) CA". Select an element ~ 

of E which is very close to x at wlll and very close to O at all other wlv. 
Let y E B. Then Trw(~y) is close to O if w ;;ti' wlll and TrwUY) lies in A" 
if w = wlll, by assumption and the fact that the local trace is continuous. 
This implies that Tr(~y) !ies in A and hence that ~ lies in the comple­
mentary module B'. 

Conversely, let x be an element in B' and let y E Bwlll· Find an element 
~ of E which is close to x at wlll and close to O at the other wlv. Find an 
element 71 of B close to y at wlll and close to O at the other wlv. Then 

Tr(~71) = Trwllla71) + L: Trw(~7J). 
W ... Wijj 

The global trace on the left lies in A. Each termin the sum on the right 
lies in A". Hence TrwllJ(~7J) lies in A". Since ~ and 71 are close to x, y 
respectively, it follows that Trwlll(xy) also lies in A". 

The above arguments show that B' is dense in B~lll ( = local comple­
mentary module with respect to Trwlll) and the proposition follows. 

Let X; denote the different of B over A. If we think of formal ideals, 
then we have the relation 

X>= II X;ljj. 
ljj 

Each XJIU can be interpreted as the ~-component of X>BfA, as the ~­
component of :DB'Il!A. (if ~I:P ), or as l)Bw/A, if w and v are the valuations 
corresponding to ~ and :p respectively. 
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One usually calls X!B/A the global different, and X!Bw!A. the local 
different. We may identify X!BwiA. with 'l)'lJ as a formal ideal, and in 
this sense, we may say that the global different is the product of the local 
differents. 

§2. The different and ramification 

In this section, we let A be a Dedekind ring, K its quotient field, E a finite 
separable extension of K, and B the integral closure of A in E. lV e shall 
also assume that for any prime p of A the residue class field Ajp is perfect. 

Proposition 8. Let 'l3 bea prime of B lying above p, and let e be its rami­
fication index. Then 'l3e-l divides X; B 1 A. lf 'l3 is strongly ramified, then 
'l3• divides X!B/A· lf 'l3 is unramified, then 'l3 does not divide 'l)B/A· There 
is only a finite number of ramified primes. Finally, X!B/A is the greatest 
common divisor of all ideals (f' (a)), where a is an integral generator of 
E over K, and f the irreducible polynomial for a over K. 

Proof. In view of the fact that ramification theory and the theory of 
the different localize to the completion, we may prove the first assertions 
under the assumption that K is complete. 

Since we work over a complete field, we can apply Proposition 3 of §1, 
the Corollary of Proposition 2, §1, and Proposition 23 of Chapter 1, §7. 
If 'l3 is unramified, this yields X!B/A = (1). Using Proposition 5 of §1 
(multiplicativity in towers), we may also assume that 'l3 is totally ramified. 
In that case, we can write B = A[Il] for some element Il of order 1 at 'l3, 
and II satisfies an Eisenstein equation 

f(Il) = rr• + an-lrre-l + ... + 7r = o, 
for ai E p and 1r E A of order 1 at p. Then 

f'(Il) = err•-l (mod 'l3•), 

and the second assertion of the proposition follows from the definitions. 
'Ve now return to the global case. Let a be an integral generator for 

E over K, and let f be its irreducible polynomial over K. There is only 
a finite number of primes 'l3 dividing (f' (a)), and hen ce by Proposition 7 
of Chapter II, §4, these primes are the only possible primes which may 
ramify (we may view a as a generator of the completion Ew'll over Kv'll). 
Since B ~ A[a], it follows that X!B/A divides (f'(a)). There remains to 
be proved that it is the greatest common divisor, or more precisely that 
given a prime 'l3, there exists an a such that 

ord'lJ X!B/A = ord'lJ (f'(a)). 
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The proof will be an exercise in techniques revolving around the approxi­
mation theorem. 

There would be no difficulty if we could write B = A[a] for some a. 
This is true only locally. Hence we shall use the approximation theorem 
to reduce our problem to the local case. 

Let v = vp and w = w'll. Let {u} range over the distinct isomorphisms 
of E into the algebraic closure Kv of K. Let u 1 be one of these, inducing 
the absolute value w'll on E. If a is a generator of E over K, and f its 
irreducible equation over K, then 

ud'(a) =!'(ula) = II (ula - ua) . 
....... ! 

We shall write u "' T if u and T are conjugate over Kv, i.e. if there exists 
an isomorphism X of Kv over Kv such that T = Xu on E. 

According to Proposition 3, §1, there exists an element {3 of Bw such 
that Bw = Av[f3]. We observe that any element of Bw which is sufficiently 
close to {3 also generates Bw over Av. 

Let X range over isomorphisms of Kv over Kv. There exists an element 
a E Av such that 

1Xf3- al= 1 

for ali X. Such an element exists because the conjugates X{3 have residue 
classes which are conjugate over Av!Pv· If these residue classes are O, we 
take a= 1. If they are not O, we take a= O. 

Let u 1, ... , O"r be representatives of the equivalence classes of the 
embeddings of E into Kv. By the approximation theorem, we can find 
an element a of E such that 

lu1a - f31 is very small, 
luia - al is very small for i ~ 1. 

Without loss of generality, we may assume in addition that a is integral 
over A and E = K(a). (If necessary, first multiply a by an element 
of A which is = 1 mod p and is highly divisible by a finite number of other 
primes to make it integral, and then add 1r"'Y, where 'Y is any integral 
generator, and v is very large. Then a + 1r"'Y becomes a generator.) 

Since u 1a is very close to {3, it follows that Bw = Av[u1a], and hence 
the ~-contribution to the different is given by 

ord'll !JB,.tA. = ord'll II (u1a - ua). 
u-ul 
....... ! 

W e must now show that the other factors do not give any ~-contribution. 
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Suppose that u is not conjugate to Ut over Kv. We can write u = Xui, 
i ~ 1. Then 

Iuta - ual = Iuta - Xuial = IX -tU ta - Uial 

= IX-tuta- a+ a- Uial. 

But luia - al is very small, and x-tu1a is very close to x-t{3. Since 
IX -r{3 - al = 1, it follows that IX -IUta - al = 1 also. Hence 
lura -ual = 1. This proves our last assertion. 

§3. The discriminant 

Throughout this section, A is a Dedekind ring, K its quotient field, E a 
finite separable extension of K of degree n, and B the integral closure of A in E. 

Let W = (wr, . .. , Wn) be any set of n elements of E. We define the 
discriminant 

DEtx(W) = det(u,wi) 2 

tobe the square of the determinant taken with Ui ranging over the n dis­
tinct embeddings of E in a given algebraic closure of K. 

Assume that W and V= (v1, ••• , vn) are two sets of elements of E, 
and that there is a matrix X = (Xij) of elements of K such that W = XV. 
From this we see that 

If the matrix X has entries in A, then det(X) 2 lies in A. Hence whenever 
W and V generate the same module over A, the matrix X is invertible in 
A, and its determinant is a unit in A. Thus the two discriminants differ 
by the square of a unit in A. 

In particular, if A = Zis the ring of ordinary integers, the discriminant 
is uniquely determined by the module. If the module is the ring of alge­
braic integers ox, then its discriminant will be called simply THE dis­
criminant (or also the discriminant of K), and will be denoted by Dx. 

Proposition 9. Notation as above, the discriminant DEtx(W) lies in K, 
and lies in A if the components of W lie in B. The discriminant is ~ O if 
and only if W is a basis of E over K. 

Proof. Applying any isomorphism u of E over K to the determinant 
det(u,wi) interchanges the rows, hence multiplies the determinant by ±1. 
Taking the square gets rid of ±1. If a is a generator of E over K, i.e. 
E = K(a), then the discriminant DEtKO, a, .. . 'an-t) is the Vander­
monde determinant, and hence is ~ O. The same holds therefore for 
any hasis V of E over K by a preceding remark concerning the change of 
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the discriminant under linear transformations. If the coordinates of lV 
are linearly dependent over K, it is clear that the discriminant is O. If 
they are all integral over A, it is also clear that the discriminant lies in A 
(hecause the integral closure of A in a Galois extension containing E is 
a ring). This proves our proposition. 

If M is a free module of rank n over A (contained in E), then we can 
define the discriminant of M hy means of a hasis of M over A. It is well 
defined up to the square of a unit in A. 

Proposition 10. Let M 1 c M 2 be two free modules of rank n over A, 
contained in E. Then DE;K(M2 ) divides DE;K(M1 ) (as principal ideals). 
If DE;K(M1 ) = DE;K(M2 )u for some unit u of A, then M1 = Mz. 

Prooj. The first statement is ohvious. The second statement asserts 
that the matrix going from a hasis of M 1 to a hasis of M 2 is invertihle 
in A, and hence that M 1 = M z. 

In general, it is not true that every fractional ideal of B is a free module 
over A. For the moment, if b is a fractional ideal of B, we denote hy 
DE;K(b) the A-module generated hy all DE;K(W) as lV ranges over hases 
of E over K such that all Wi E b, and call this the discriminant of the 
fractional ideal. Since there exists an element c ~ O in A such that 
cb C B, it follows at once that the discriminant is a fractional ideal of A. 

Proposition 11. Let b be a fractional ideal of B and S a multiplicative 
subset of A. Then 

Proof. Trivial from the definitions. 

This proposition allows us to localize. If \l is a prime of A, we can 
compute the \)-component of the discriminant hy localizing at \). The 
great advantage of this is that Ap hecomes a discrete valuation ring, and 
thus that every fractional ideal of B hecomes a free Ap-module when 
localized at \). Furthermore, Bp has only a finite numher of primes ahove 
\l, and is a principal ideal ring. Thus we are reduced to computing Vander­
monde determinants. 

Proposition 12. Assume in addition that A is a discrete valuation ring. 
Let b bea fractional ideal of B, b = ({3) for some {3 ~ O in E. Then 

Proof. Let lV he a hasis of B over A. Then {3lV is a hasis of b over A, 
and the assertion is ohvious from the definitions. 
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Using the localizing process, we can extend the ahove proposition to 
the case when A is not necessarily local. 

Proposition 13. Let A be arbitrary again, and b afractional ideal of B. 
Then 

the norm being the norm of ideals as in Chapter I, §7. 

Proof. It suffices to verify this relation for each p-component, p a prime 
of A. Thus we may assume that A is a discrete valuation ring hy Propo­
sition 11. In that case b = ((3) for some (3 EE, and our assertion follows 
from Proposition 22 of Chapter 1, §7. 

Proposition 14. The discriminant and different are related by theformula 

Proof. Using Proposition 6 of §1 and Proposition 11, we may assume 
that A is a discrete valuation ring, and hence that B is a free module over 
A. If W is a hasis for B over A, then DEtx(B) is generated hy DEtx(W). 
Let TV' he the complementary hasis to W under the trace. Then the 
complementary module B' is generated hy TV' over A. Thus 

But we see directly from the definition of the discriminant of a hasis that 

Hence DE1x(B)DEtx(B') = A. Using Proposition 4 of §1 and Proposi­
tion 13 yields what we want. 

Finally, consider a finite separahle extension E of degree n over K, and 
let (3 he an element of E, (3 ~ O, such that E = K((3). We detine the dif­
ferent 1)EtK(f3) and the discriminant DEtx(f3) of this element hy 

1:JEtx(f3) = IT ((3 - u(3) 
tT#id 

DEtK(f3) = DEtx(l, (3, · · ·, f3n-l). 

Proposition 15. We have 

DEtK(f3) = (-1t(n-l)/ 2Nf1:JE/K(f3). 

Proof. Exercise in permuting the rows of a determinant. 
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Proposition 16. Let a E B and let p bea prime of A. lf P does not divide 
DE/K(a)/DE/K(B) then B'9 = A'9[a). 

Proof. By Theorem 1 of Chapter 1, §2 we know that B'9 is a free module 
over A'9. Furthermore 

DE/K(1, a, ... , an-l) = DE/K(B)c2 

where c is an element of A'9. By hypothesis, this element c is a unit in Ap, 
and hence our proposition follows from Proposition 10. 

Remark 1. In Proposition 16, we formulated a local version. One 
obtains immediately a global version in special cases using Proposition 18 
of Chapter 1, §7, which states that two A-modules are equal if and only if 
ali their localizations are equal. 

Remark 2. lnstead of using the discriminant, we could have formulated 
our hypothesis in terms of the different. Indeed, the condition 

pB is relatively prime to (J'(a))/'1:JE/K 

where f is the irreducible polynomial of a over K is equivalent with the 
cond it ion 

p does not divide DEtK(a)/DEtK(B). 

The equivalence is seen at once by taking the norm, and using the fact 
that the norm of the different is equal to the discriminant. 

The following result is sometimes useful to analyse the discriminant 
and verify that the hypothesis of Proposition 16 is satisfied. 

Stickelberger's criterion. Let E be an extension of degree n over Q, 
and let a1, ... , an be algebraic integers in E, linearly independent over Q. 
Then 

DEtQ(al, ... , otn) =O or 1 mod 4. 

Proof. The determinant det(O"iotj) has an expansion as asum of terms 
with plus and minus signs in front of them. Let P be the sum of terms with 
plus signs, and N the sum of terms with minus signs, so that the discrim­
inant is equal to 

(P - N) 2 = (P + N) 2 - 4PN. 

But P + N and PN are both invariant under anyo- i, and hence are rational 
integers. The assertion follows at once. 

Example. Let E = Q(a) where a 3 = 2, say a is the real cube root of 2. 
Let f(X) = X 3 - 2. Then f'(a) = 3a2, and DEtQ(a) = -3322• Let B 
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he the ring of algehraic integers in E. Note that 2 is ramified in E with 
ramificaţion index 3, and hence DE!Q(B) is divisihle hy 2, whence hy 22, 

hy Stickelherger's criterion. Furthermore 3 must have some ramified 
factor in E, for otherwise all the conjugates of E would he unramified 
over 3, so that the splitting field Q(a, y'=3) would also he unramified 
over 3, which is ohviously not the case. The polynomial X3 - 2 is irre­
ducihle over the 3-adic field Q3 hecause already the congruence 

X 3 = 2 (mod 9) 

has no solution in the 3-adic integers. Thus there is only one prime in E 
lying ahove (3), and therefore the ramification index must he 3. Thus 
we have 

3B = ~3• 

W e see that in fact, ~ is strongly ramified, and hy Proposition 8 of §2 we 
conclude that ~3 divides the different of E/Q. Since N~ = 3, it follows 
that 33 divides the discriminant, and we now see that 3322 divides the 
discriminant DE!Q· By Proposition 10, we conclude finally that B = Z[a]. 

Proposition 17. Let K, E be two number fields. Assume that their dis­
criminants are relatively prime and that the fields are linearly disioint ( i.e. if 
w 1, ••• , Wn is a basis of K over Q and Vt, ••• , Vm is a basis of E over Q, 
then {wiv;} is a basis of KE over Q). Then 

and 
DxE = DK.D'E. 

Proof. From the fundamental properties of the different, we know that 
'IJKEIQ is equal to 

But 'IJE/Q and 'IJx/Q have no factor in common (viewed as ideals of OKE). 
The same holds for the other two factors. Hence 

and 

Let W he a hasis for ox over Z and V a hasis for OE over Z. Then the 
ahove remark implies that the complementary hasis W' of W, which 
generates 'SD[(}Q, also generates 'IJ"Kk;E· This is the complementary module 
of OKE relative to OE· Dualizing again shows that W generates OKE over 
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OE and proves the assertion concerning the rings of integers. We leave 
the assertion on the discriminants as an exercise. 

Examples of the situation in Proposition 17 arise, for instance, with two 
distinct quadratic extensions, with relatively prime discriminants, or with 
cyclotomic extensions of relatively prime degrees, as we shall see in the 
next chapter. It will in fact be used to determine the ring of algebraic 
integers for an arbitrary cyclotomic extension when we know the ring 
of integers in cyclotomic extensions of a prime power root of unity. Thus 
the next chapter gives us further examples for the use of the discriminant. 



CHAPTER IV 

Cyclotomic Fields 

This chapter achieves two purposes simultaneously. It gives examples 
for the theory, and also describes in greater details the cyclotomic fields 
which exert a great deal of control over algebraic number theory in general. 
The extent to which they exert this control is in fact not yet clearly under­
stood, but one knows for instance that the heart of the proofs of class 
field theory is concentrated in the cyclotomic fields. 

§1. Roots of unity 
Let w be an n-th root of unity, i.e. wn = 1. The extension Q(w) is 

normal over Q. Indeed, if w is a primitive n-th root of unity (i.e. has 
period exactly n), and if u is any isomorphism of Q(w) over Q, then 
(uw)n = u(wn) = 1, so that uw is an n-th root of unity also. Hence 
uw = wi for some integer i = i(u), uniquely determined mod n. Hence 
Q(w) is mapped into itself byu, and hence is normal over Q. If T is another 
isomorphism of Q(w) over Q, then urw = w•< .. li<T>. Since u, T are iso­
morphisms, it follows that i(u), i(r) are prime ton. Hence the map 

u ~ i(u) 

is a homomorphism of the Galois group G of Q(w) over Q into the multi­
plicative group of residue classes mod n, prime to n, and is injective. If 
we let cp be the Euler cp-function, then cp(n) is the order of this multipli­
cative group. We shall see below that [Q(w): Q] = cp(n). This will deter­
mine the Galois group of Q(w) over Q, i.e. prove that the map u ~ i(u) 
is surjective. 

Let K bea number field. Then the Galois group of K(w) over K is a 
subgroup of G, and hence is abelian. 

Let K be a number field, and let us fix an algebraic closure K of K. 
A cyclotornic extension of K is one which is contained in a field K(w), 
where w is a root of unity (wn = 1 for some n). Since K(w) is abelian over 
K, a cyclotomic extension of K is abelian. We say that K is cyclotornic 
if it is a cyclotomic extension of Q. 

71 
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Consider now the case K = Q(w). 
Let p bea prime number and w a primitive p-th root of unity. Then 

w is a root of the polynomial 

XP - 1 = (X - 1)(XP-1 + ... + 1). 

Hence [Q(w): Q] ~ p - 1. We contend that 

[Q(w): Q] = p - 1. 

In fact, let 1r = 1 - w. Then 1r is integral over Z. If i is an integer 
prime to p, then w• is also a primitive p-th root of unity, and 

1- wi · 1 

1 _ w = 1 + w + · · · + w•-

is an algebraic integer. But w = (wi)i for some integer j (such that 
ji = 1 (mod p)), and hence the above quotient is a unit in the ring ox of 
algebraic integers of K. 

Let ll be a prime of o K lying above (p), and let 

J(X) = xp- 1 + ... + 1. 

Then w• (i = 1, ... , p - 1) is a root of f(X) (because it is a root of 
XP- 1), and hence 

p-1 

f(X) = II (X - wi). 
i=1 

Therefore 
p-1 

p = f(1) = n (1 - w•). 
i=1 

For any i, j prime to p we have seen that 

1- w• 
1 - wi 

is a unit inox. All elements 1 - w• have the same absolute value at ll· 
Hence for the absolute value 1 1 = 1 IP we have 

l7rlp-1 = IPI· 
This implies that the ramification index of ll is at least p - 1. By Propo­
sition 21 of Chapter I, §7 it follows that 

ep = p- 1 = [Q(w): Q] 

and that ll is the only prime of ox above (p), which is totally ramified. 
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Since w also satisfies the equation XP - 1 = O, we see that any prime 
number not equal to p is unramified in Q(w), because the derivative 
pwP-1 is divisible only by p. (Use Proposition 8 of Chapter III, §2.) 

We now consider the prime-power case, and let m = pr, r an integer >O. 
Let Y = XPr-t and consider 

XPr- 1 = YP- 1 = (Y- 1)(YP-1 + • • • + 1). 

Let 

f(X) = X~~~- 1 = yP-1 + ... + 1. 
XP -1 

The degree of fis cp(pr) = (p- 1)pr-1• Let w bea primitive pr-th root 
of unity. Let i be integer. Then wi is also a primitive pr-th root of unity 
if and only if i is prime to p. Thus there are cp(pr) primitive pr-th roots of 
unity. Then 

f(X) = II (X - t) = II (X - wi), 
l (i,p)=1 

the product over r being taken over primitive pr-th roots of unity, and the 
product over i being taken over distinct residue classes of Z/prz prime to p. 

Just as we saw for p-th roots of unity, we see that 

is a unit if i, j are prime to p. Let 1r = 1 - w. Then from 

(*) f(1) = P = II (1 - wi) 
(i,p)=1 

we conclude that 

at any absolute value extending the p-adic absolute value on Q, and hence 
p is totally ramified. We therefore have: 

Theorem 1. Let w be a primitive pr-th root of unity, and K = Q(w). 
Then [K : QJ = cp(pr) = (p - 1)pr-1• There is only one prime p of Ox 
lying above p, and it is totally ramified. All other primes of ox are un­
ramified. 

Corollary. Let n be an integer > 1, and assume that n is not a prime 
power. Let w bea primitive n-th root of unity. Then 

n-1 

II (1 - wi) = 1. 
i=1 
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Proof. Let Sd be the set of primitive d-th roots of unity. Let 

fd(X) = II (X- ţ). 
!;ESd 

Let 

Then 

Hen ce 

g(X) = -ţ' ~ 11 = xn-1 + xn-2 + ... + X + 1. 

g(X) = II fd(X). 
din 
d>1 

n = g(1) = II fd(1). 
din 
d>1 

If pisa prime dividing n, then among the divisors of n we get p, p 2 , ••• , pr 
(where ris the highest power of p dividing n). We know from (*) that 
fpk(1) = p. Hence 

r 

II fpk(1) = pr. 
k=1 

Thus from the prime powers dividing n we already get a contribution 
of n for g(1). This implies that for the composite divisors of n, the values 
fd(1) (which are algebraic integers, rational, hence ordinary integers) must 
be 1 or -1. Assume inductively that for din and d < n the value fd(1) is 
equal to 1. Then we see from our product that fn(1) = 1, thus proving 
our corollary. (1 am indebted to Bass for this proof.) 

The last statement in Theorem 1 actually can be strengthened as follows. 

Theorem 2. Let m be a positive integer and w a primitive m-th root of 
unity. Then [Q(w): Ql = cp(m). The only ramified primes pin Q(w) are 

those dividing m. lf 

is the prime power decomposition of m, wi is a primitive pri-th root of 

unity, then 

Q(w) = Q(w1, ... , w.) = Q(w1) ... Q(w.) 

is the compositum of the Q(wi). 

Proof. Let g(X) = xm - 1. Then w satisfies g(X) = O, and 

g'(w) = mwm-1 

is divisible only by primes dividing m. Hence any other prime is unrami­
fied in Q(w). For any j > 1, the field Q(wj) is an abelian extension of Q 
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whose intersection with Q(w1, ... , Wj-1) is Q, because Pi is totally 
ramified in Q(w1) and unramified in the other field. Hence Q(w1, ... , WJ) 
has degree cp(Jli) over Q(w1, ... , Wj_1). This proves our theorem. 

If G is the Galois group of Q(w) over Q, then any automorphism u of 
Q(w) over Q must map w on some primitive root wi, i prime tom. Since 
[Q(w): Ql = cp(m), it follows that for any such i there exists u E G such 
that uw = wi. Thus G is isomorphic to the multiplicative group of residue 
classes of Z/mZ which are prime tom. Observe also that if m, n are two 
relative prime integers > O, and sn, Sm denote primitive m-th and n-th 
roots of unity respectively, then 

Q(sn) n Q(sm) = Q. 

Theorem 3. Let w be a primitive pr-th root of unity, and K = Q(w). 
Then OK = Z[w]. The discriminant is given by 

where the - sign holds when pr = 4 or p = 3 (mod 4), and the + sign 
holds otherwise. 

Proof. W e shall give the proof only when r = 1. The principle is the 
same in general. Thus we deal with the p-th roots of unity. Let B = Z[w]. 
To prove that B = OK it suffices to prove that the discriminant of B and 
OK as modules over Z coincide as Z-ideals by Proposition 10 of Chapter III, 
§3. To do this, it suffices to prove it locally for each prime. All primes 
except p are unramified, and consequently such primes do not contribute 
either to the discriminant of OK or of B. As for p, it is totally ramified, 
and using Proposition 23 of Chapter I, §7, we conclude that S; 1B = S;1oK 
if Sp is the complement of the principal ideal (p) in Z. Hen ce the p-com­
ponent of the discriminants is the same in both cases. This proves that 
B = OK. The assertion concerning the exact value of the discriminant 
comes from taking the discriminant of the element w itself, and paying 
attention to the sign. There is no difficulty in this (use Proposition 15 of 
Chapter III, §3). 

To deal with an arbitrary composite integer m, we use a discriminant 
criterion. 

Theorem 4. Let m bea positive integer, and w a primitive m-th root of 
unity. Then Z[w] is the integral closure of Z in Q(w). 

Proof. It is clearly the compositum of the rings of integers of various 
prime power cyclotomic fields which satisfy the conditions of Proposition 
17, Chapter III, §3. 
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§2. Quadratic fields 

Extensions of degree 2 over the rationals are also worthy of mention as 
examples. 

Theorem 5. Let m bea square-free integer ~O, and let K = Q(ym). 
Jf m = 2 or 3 (mod 4), then [1, Vm) is a basis for OK over Z. Jf m =: 1 
(mod 4), then 

is a basis for OK over Z. 

Proof. Exercise. To verify that an element x + yym with x, y e Q is 
integral over Z, it is necessary and sufficient that its norm and trace lie 
in Z. From this, there is no difficulty in verifying the assertion of the 
theorem. 

For instance, if m = -3, then 

1+v'=3 
2 

is a cube root of unity, and hence is integral over Z. 
Before proving the next result, we make some observations on finite 

fields. 
Let Fq be the finite field with q elements, q equal to a power of the 

prime number p. Then F: has q - 1 elements, and is a cyclic group. 
Hence we get the index for p odd 

(F: : F:2) = 2. 

If v is an integer '1- O mod p, let 

(~) = {_~ ~~ : = ~: (mod p) 
(mod p). 

This is known as the quadratic symbol, and depends only on the residue 
class of v mod p. 

From the preceding remark, we see that there are as many quadratic 
residues as there are non-residues mod p. 

Theorem 6. Let ţ be a primitive p-th root of unity for p odd, and 
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the sum being taken over non-zero residue classes mod p. Then 

2 (-1) s = p p. 

Every quadratic extension of Q is contained in a cyclotomic extension. 

Proof. The last statement follows at once from the explicit expression 
of ±pas a square in Q(ţ) and also (1 + i) 2 = 2i. As for the sum, we have 

As v ranges over non-zero residue classes, so does vp, for any fixed p,, and 
hence replacing v by vp, yields 

But 1 + ţ + · · · + ţP- 1 = O, and the sum on the right over p, conse­
quently yields -1. Hence 

s2 = (-1) (p- 1) + (-1) :E (!!.) 
p "*-1 p 

= p( /)- ~ (~) 

as desired. 

(-1) =- p 
p 

We see that Q(VP) is contained in Q(r, v-1), or Q(r), depending on 
the sign of the quadratic symbol with -1. It is in fact a theorem that 
every abelian extension of Q is cyclotomic, and we shall prove this in the 
class field theory later. 

We now apply Theorem 6 to prove the quadratic reciprocity law. We 
observe that if p is an odd prime, then 

( 1) p-1 p = (-1)_2_ and 
(v') P-1 \P = v--2- (mod p). 

This is obvious from the definitions, and the fact that (Z/pZ)* is cyclic. 
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Let p, q be odd primes. On the one hand, we get 

q-1 p-1 q-1 q-1 
Sq = S(S2)_2_ = S(-1)_2 __ 2_p_2_ 

p-1 q-1() = S( -1)_2_ -2- ~ (mod q). 

On the other hand, we get 

sq = pi: (~) ţ•q (mod q) 
>=1 p 

= (~) Pf1 (vq) ţ"q (mod q) 
P V=1 p 

Hen ce 
= (~) S (mod q). 

S(-1{21 q21 (~) = (~) S (mod q). 

Multiplying by S and canceling ±p yields the reciprocity law 

() ( ) 
p-1 q-1 

~ = ~ (-1)-2--2-. 

A similar argument (but simpler) using the sum (1 + i)P yields the result 

(2) P
2
-1 p = (-1) 8 

o 

We shall now reconsider these results from another point of view, closer 
to that of class field theory, and having to do with the decomposition laws 
for primes. 

Quadratic Reciprocity Law. Let p, q be prime numbers. 

Case 1. lf p, q are odd and p = 1 (mod 4), then (~) = (!) · 
Case 2. lf p, q are= 3 (mod 4), then (~) = - (!) · 
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Case 3. IJ
2 

q = 2 and p is odd, then (~) = 1 ij p = ±1 (mod 8) and 

(z;) = -1 ifp = ±3 (mod 8). 

Proof. First deal with Case 1, and consider the field Q(ţ) where ţ is a 
primitive p-th root of unity. Then 

[Q(ţ) : Q] = p - 1 

and Q(ţ) is cyclic over Q. Hence Q(ţ) contains a unique quadratic sub­
field. Since p is the only ramified prime, this subfield must be obtained by 
y:=p or yŢj, and hence must be Q(yŢj) since the discriminant is pin the 
latter case, and -4p in the former. 

In the field Q( yŢj), the prime q splits as follows: 

(q) = qq' with q ~ q' <=? (~) = 1, 

(q) = q remains prime <=? (~) = -1. 

This is obvious from the definitions. 
Let 0/q in Q(ţ). We let f be defined by NO = q1, so Q(ţ) 

that f is the order of the decomposition group of O. W e 
let r be the number of distinct primes of Q(ţ) dividing q. 
Then 

fr = p- 1. Q(Vp) G 

We shall prove that 2/r is equivalent with (~) = 1 and 

with (!) = 1. This will take care of Case 1. Q 

Assume that 2/r. If Zis the fixed field of G0 , i.e. the decomposition field 
of q, then [Z: Q] = r, so that Z contains the unique quadratic subfield 

Q(yŢj). Hence q splits completely in this subfield, and (~) = 1. 

Conversely, if (~) = 1, then q splits completely in Q(yŢj), which is 

therefore contained in Z, and hence 2/r. 
Next, let O" be the Frobenius automorphism such that uţ = ţq. Then 

qf = 1 (mod p) and fis the least positive such exponent. If 2/r, then 
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fi(P - 1)/2, and hence 

p-1 
q-2- = 1 (mod p). 

It follows that ~) = 1. Conversely, if (~) = 1, then we get the same 

congruence, so thatfi(p- 1)/2 and finally 2lr, thus proving Case 1. 
As for Case 2, the proof is just like that of Case 1, except that now, 2lr 

is equivalent with (~) = -1. 

In Case 3, we take q = 2. Let i = V=I so (1 + i) 2 = 2i, and 

Weget 

(1 + i)P = 1 + iv = (~) i<v-1>12 (1 + i) (mod p). 

But 
if p = 1 (mod 4) 

if p = -1 (mod 4). 
Hen ce 

p = 1 (mod 4) implies 2i = (~) i<v-1>122i (mod p), 

p = -1 (mod 4) implies 2 = (~) i<P-1>122i (mod p). 

From this Case 3 follows at once. 

Note that the three cases can be summarized by the usual formula. 
The symbol 

(~) 
can be extended to more general integers. 

Let P bea non-zero integer, written as 

P = ±p1 · · · Pr 

where Pb ... , Pr are primes. Let 

Q = q1 ... q. 
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be an odd positive integer written as a product of primes. We assume that 
(P, Q) = 1. We define 

(p) 8 (p) - =n -
Q j=l Qj 

and (f) = 1. 

W e call this the quadratic symbol. It is then clear from the definition 
that the following properties hold. 

QR 1. lf P 1 = P 2 (mod Q) then 

(~1) = (~2). 

QR 2. The symbol is bi-multiplicative, i.e., 

(p~2) = (~1) (~2) and (Q~2) = (~) (~) . 

QR 3. We have ( Q1) = (-1(2 1
. 

Proof. By definition, and the definition of the symbol for primes, 

(
-1) B qj-1 2;(qj-1) 
- = II <-1) 2 = <-1) -2-. 
Q i=1 

But 
B s 

Q = II ((qi- 1) + 1) = L: (qJ- 1) + 1 (mod 4) 
i=1 j=l 

because qi - 1 is even, and the product of any two or more such terms 
is = O mod 4. Thus our assertion follows. 

QR 4. lf P, Q are odd and both > O then 

(p) (Q) P-1 Q-1 
Q p = (-1) 2 2 . 

Proof. We have 

(f) (2) = II (p~) (qj) = ( -1)k~ Pk-;1 q;;1 = ( -1(;1 Q;l 

Q p J,k q, Pk 
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§3. Gauss sums 

Sums involving roots of unity appear in many contexts. We have just 
seen one example in §2. Other examples arise in the functional equation 
of zeta functions and L-series. W e study them here a little for their own 
sake. W e shall use constantly the fact that if G is a finite abelian group 
and X is a character of G (i.e. a homomorphism of G into the group of roots 
of unity) then 

a~ X(a) = {~G : 1) 
if X~ 1 
if X= 1. 

This is trivially seen, because if X ~ 1, then there exists b E G such that 
x(b) ~ 1. Then 

L x(a) = L x(ba) = x(b) L: x(a), 
aEG aEG aEG 

whence ,L:x(a) = O. 
We shall consider Gauss sums relative to Z/qZ where q is an integer > 1, 

and also relative to a finite field with q elements. W e begin with the 
former case. 

Gauss sums for Z/qZ. 

The elements of ZfqZ represented by integers relatively prime to q form 
a multiplicative group denoted by (Z/qZ)*. By a multiplicative char­
acter of Z/qZ (ora character mod q) one means a character of this multi­
plicative group. Such characters are denoted by X. If d[q, then we have a 
natural homomorphism 

(ZfqZ)* ---> (Z/dZ)* 

which is surjective. A multiplicative character for Z/dZ composed with 
this homomorphism induces a character mod q. We say that a character 
mod q is primitive if it cannot be induced by a character mod d for any 
divisor d of q, d ~ q. A character X is extended to a function on Z/qZ by 
letting 

x(n) = O if (n, q) > 1. 

Let ţ bea primitive q-th root of unity. We define the Gauss sum for 
a primitive character X mod q and an integer n tobe 

r(X, n) = L X(x)ţnx. 
xmodq 
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This Gauss sum of course depends on ţ. 'Ve can always select 

as a canonica! choice, but we are interested here in algebraic manipula­
tions rather than analytic values, so any fixed ţ will do. Observe that 
r(x, n) is actually the Fourier transform of X evaluated at n (actually 
selecting ţ to be e-2"i/q!). 

If (n, q) = 1, then we write 

where n-1 is the inverse of n mod q. 

For any primitive character X mod q we have the formula 

(1) 1 T(X, n) = X(n)r(X, 1). 

Proof. Assume first that (n, q) = 1. Then 

x(n)r(x, 1) = L: x(n)x(x)ţ"' 
"' 

= L: x(xn- 1 )ţ"' = L: x(y)ţny = r(x, n), 
"' y 

because as x ranges over the residue class mod q, so does nx when n is 
relatively prime to q. This proves our formula, in case (n, q) = 1. 

Assume now that (n, q) > 1. It will suffice to prove that 

(2) 1 T(X, n) = 0. 1 

Write q = rd and n = md with positive integers r, d, m such that d > 1 
and (r, m) = 1. Then 

r(x, n) = L: x(x)ţ;'"' 
xmodq 

where Cr = (~ is a primitive r-th root of unity. Since r properly divides q 
and x is primitive, there exists c0 E (Z/qZ)* such that c0 = 1 mod r and 
x(co) :f. 1. Let c1 = c0 1 = 1 mod r. Then 
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Then 

xCco)r(x, n) = L x(cox)(;."x = L x(x),~1x 
xeZfqZ xeZfqZ 

= L: xCx)G"x 
xeZfqZ 

= r(x, n). 

Hence r(x, n) =O, thus proving our assertion (2). 

Finully, we obtain the absolute value of the Gauss sum. 

For primitive character X mod q and (n, q) = 1, tt'e have 

(3) \r(x, n)\ = vq. 

Proof. We have: 

\r(X, n)\ 2 = T(X, n)T(X, n) = L L X(.T)X(y)ţn<z-y>. 
X y 

Take the sum over ull residue cluss n mod q. 

If ;r ~ y (mod q) then L ţn<x-Y> = O. 
nmodq 

If x = y (mod q) then L ţn<x-y) = q. 
nmodq 

Since x(x) = O if (x, q) > 1, we get 

L \r(x, n)\ 2 = L \X(x)ilq=qcp(q). 
nmodq X"'Y 

But from (1), we know thut 

\r(x, n)\ 2 = \X(nW\r(x, 1)\ 2 • 

Summing over n and using the fact thut x(n) = O if (n, q) > 1 we get 

<ţ(q)\r(X, n)\ 2 = q~ţ(q). 

This proves our formula \r(x, n) \ = yq. 



[IV, §3] GAUSS SUMS 85 

W e shall now investigate quadratic sums. For the rest of our discussion, 
we use the following convention. 

Let a, b be non-zero integers, b > O, and (a, b) = 1. 
Let 

G(a, b) = L /'li ax2 

xmodb 

We shall determine the value of this Gauss (quadratic) sum. We first 
give some algebraic reduction steps. 

QS l. lf p is an odd prime, then 

G(a, p) = (~) G(l, p). 

Proof. If a == c2 (mod p) for some c, then we replace x by cx, which also 
runs over the residue classes mod p, and we see that G(a, p) = G(l, p) in 
this case. If a =}- c2 (mod p), then we use the fact that 

where r denotes the non-zero quadratic residues mod p, and n denotes the 
non-zero non-residues mod p. The map x ~ x2 covers the residues pre­
cisely twice (since (Z/pZ)* is cyclic), and we also have 

L e 'l_J! Y = O = 1 + L /;i r + L /;in. 
ymodp n 

From this our assertion is clear. 

QS 2. Let p be an odd prime, and r an integer ~ :2. Then 

Proof. Write 

y mod p'- 1, z mod p. 
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Sum separately for y =O (p) and y:}: O (p). If y :}: O (p), then the map 
z ~--+ 2ayz permutes the residue class mod p, and hence the sum over z in 
this case is O. If y =O (p), we write 

y= pu, 

2 2ri 2 
and we can take the sum for u mod pr- . Each term ep- ayz is = 1, and 
the inner sum over z yields p. Thus we obtain precisely 

as desired. 

QS 3. Let b, c ~ 1, (b, c) = 1, and (a, bc) = 1. Then 

1 G(a, bc) = G(ab, c)G(ac, b). 

Proof. Write x mod bc as 

X= yb + zc, y mod c, z mod b. 
Then 

because 

is an integer. 

2ri aby2 2ri acz2 
G(ab, c)G(ac, b) = L: e c e b 

y,z 
2ri 2 2 

= L: ebc a[(by) +<cz) 1 

y,z 

= G(a, bc) 

2yzbc = 2yz 
bc 

QS 4. lf b is odd ~ 1 then 

G(a, b) = (~) G(1, b). 

Proof. Induction. If b is an odd prime, this is QS l. Assume b > 3. 
If b = pr and r ~ 2, then 

G(a, pr) G(a, pr-2) 
G(1, pr) = G(1, pr-2) . 

Our assertion then follows at once, in the case of prime power. In the 
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composite case, suppose b, c > 1, (a, bc) = 1, b, c odd, (b, c) = 1. Then 

G(a, bc) = G(ab, c)G(ac, b) 

= (a:) ( ~c) G(1, c)G(1, b) (by induction) 

= (:C) G) (~) G(1, c)G(1, b) 

= (:c) G(b, c)G(c, b) = (:c) G(1, bc), 

and we are done. 

There remains to handle the case when b = 2r. We shall compute 
analytically the value G(1, b) for arbitrary b below, and we shall find: 

{

(1 + i)Vb 

G(1, b) = Vb 
o 
iVb 

if b =O (mod 4) 

if b = 1 (mod 4) 

if b = 2 (mod 4) 

if b = 3 (mod 4). 

Remember that b ~ 1, and that Vb is the ordinary positive square root of b. 
In view of these values, we define 

E(b) = {~ if b = 1 (mod 4) 

if b = 3 (mod 4). 

We shall use the given values to get G(a, 2r) as follows. 

QS 5. Let a be odd. Then 

(-2') G(a, 2r) = 7 E(a)G(1, 2r). 

Proof. The map 

on 2m-th roots of unity induces an automorphism of the field generated 
over Q by 2m-th roots of unity for ali m, and we have 
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assuming that r ~ 2 (the case r = 1 being trivial). Obviously, 

O' a O + i) = 1 -f- ia = {1 + i 
1- i 

if a = 1 (mod 4) 

if a= 3 (mod 4), 

Since 1 - i = -i(l + i), we find that 

O'a(l + i) = ( al) E(a)(l + i). 

Next observe that 

27ri 

1 + i = e 8 v2 or v2 = 1 + i ' 
es 

27ri 

where e8 = es. Hence 

. ;n _ 1 + ia _ { V2 if a = ± 1 
O'aVL:.- -

e8 -v2 if a = ±3 

Thus 

O'aV2 = (~) V2 = (-l)a2SlV2. 

(mod 8) 

(mod 8). 

[IV, §3] 

If r is even, then 2•12 is rational, and if r is odd, then 2•/ 2 is a rational 
number times 0. Therefore 

This proves QS 5 and concludes our formalism of the Gauss sums. 

There remains to compute G(l, b) for arbitrary b ~ 1. The computa­
tion is analytic, and is due to Dirichlet. It uses the fact that if cp is a 
function which is smooth except for ordinary discontinuities, then its 
Fourier series converges pointwise to the midpoint of the discontinuity. 
In particular, if cp is a function which is continuously differentiable on the 
interval [O, 1], then 

cp(O) + cp(l) = L c 
2 m m, 

where Cm is the m-th Fourier coefficient, 

( ) e ( ) -21rimx d 
Cm cp = Jo cp x e x, 

and the sum is taken over all integers m. 
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W e shall use the function 

0 ~X~ 1, 

and its translates, also in the interval O ~ x ~ 1, namely 

fk(x) = f(x + k), k = o, 1, ... ' b - 1. 

Then by definition, 

whence if cp = fo +fi+···+ !h-11 we need only compute the sum of 
the Fourier coefficients for cp to get the value of G(1, b). By definition, and 
the convergence of the Fourier series, we find 

b-1 1 
G(1, b) = L L J fk(x)e_z".imx dx 

m k=O O 

= L Jb e2".ix2/be-2".imx dx 
m O 

271"i 2 "fb b (x -bmx) = L.... e dx. 
m O 

W e complete the square, 

x2 - bmx = (x- ?_i-Y- b2
:;:, 

and find that our last expression is 

If m is even, then e- .. ibm 212 = 1: If m is odd, then e- .. ibm 212 = i-b. We 
split the sum over even m and odd m. A trivial computation putting 
m = 2r or m = 2r + 1 shows that the sums of the integrals over m even 
and m odd are equal to the same value, namely 

so that 

This integral converges at both ends, for if O < A < B, then changing 
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variables, t = y 2 , dt = 2ydy, and integrating by parts shows that 

iB e2"iy2fb dy =O (J A). 
Thus the tail ends of the integral are arbitrarily small. Finally, let 

and 
dy 

du=-· viJ 
Changing variables shows that 

2>ri 2 

~~oo e-b v dy = vb ~~oo e2"iu
2 du = vb I, 

where I is the universal integral constant on the right. The integral I is 
simply I 1, whose value is obtained from the relation 

Thus we find 

as desired. 

1 = G(1, 1) = (1 + i-1)!1 . 

1 + i-b -
a(1, b) = 1 + i-1 vb, 

Character sums over finite fields 

For the rest of this section, we let F be a finite field with q elements, and 
q = p1. We let Fp be Z/pZ. We denote elements of F by x, and elements of 
the multiplicative group F* of F by a. We let w = e2"i1P. We let 
Tr = Tr FI F P be the absolute trace from F to F p· Let \5 be the vector space 
of complex valued functions on F. 

If X: F ~ C* is a non-trivial character, then X induces a self duality of 
F, by means of the pairing 

(x, y) ~ X(xy). 

Indeed, if X., is the map such that X.,(y) = X(xy), then x ~X., is an injective 
homomorphism of F into its dual group, whence an isomorphism because 
these two groups have the same order. We shall always use the fixed X 
such that 

1 X(x) = WTr(xl 
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If f E lY, we define the (essentially Fourier) transform Tf by 

Tf(y) = :E f(x)X(xy). 
xEF 

91 

Thus Tf is again a function on F (identified with its character group by X), 
and T: lY ~ lY is a linear map. 

Theorem 7. We have T 2f = qr, i.e. T 2f(z) = qf(-z). 

Proof. W e ha ve 

T 2f(z) = :E :EJ(x)X(yx)X(zy) 
y X 

= :E f(x - z) :E X(yx) 
X y 

= qf(-z), 
as desired. 

Theorem 7 is the analogue of the Fourier inversion formula. W e see in 
particular that T is an automorphism of lY· 

W e define the convolution f * g between functions by the usual formula 

Cf* g)(y) = :Ef(x)g(y- x). 
X 

A change of variables shows that 

f*g = g*f. 

Theorem 8. For complex functions J, g on F, we have 

T(f*g) = (Tf)(Tg) 

1 
T(fg) =- Tf* Tg. 

q 

Proof. For the first formula, we have 

TU* g)(z) = :E Cf* g)(y)X(zy) = :E :EJ(x)g(y- x)X(zy). 
y y X 

W e change the order of summation, let y - x = t, y = x + t, and find 

:EJ(x)X(zx) L g(t)X(zt), 
X t 

which is precisely (Tf)(Tg)(z), thus proving the first formula. The second 
formula follows from the first because T is an isomorphism on lY, so that 
we can writef = TJI, g = Tg 1 for some functionsfi, g1• We then combine 
the first formula with Theorem 7 to get the second. 

W e let X denote a character of the multiplicative group F*, and define 
x(O) =O. 
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Example. If p is odd, we could take the character X2 defined by 

i.e. the quadratic residue symbol. This character is trivial on F* 2• 

'Ve are concerned with the Gauss sums which generalize the sum S 
considered in §2, and which are defined by 

r(x) = L x(a)X(a) = L: x(x)X(x). 
aEF* x 

This can also be written as 

r(X) = X(-l)(x * X)(O) = (Tx)(l), 

using our convention that x(O) = O. The Gauss sum has the following 
properties. 

GS l. For any character X ,e 1, we have Tx = r(x)x- 1. 

Proof. We have 

TX(y) = L X(x)X(yx). 
X 

If y = O, then Tx(y) = O. If y ,e O, we make a change of variables, 
x = ty-I, and we find precisely the desired value r(X)X(y- 1). 

GS 2. r(X)r(x- 1) =X ( -l)q for X* l. 
Proof. Note that T 2x = T(r(x)x- 1 ) = r(x)r(x- 1)X. But we also 

know that T 2x = qx-. This proves GS 2. 

GS 3. ir(x)l = vq for X* l. 
Proof. For the complex conjugate, we have 

r(x) = L: x-1(a)X( -a) = x-1 ( -1) L: x-1(a)X(a) 
a a 

= x(-l)r(x- 1). 

Hence r(X)r(x) = q, and our property follows. 

GS 4. Let 

..ţ(xb x2) = x 1 * X2(1) = L: Xt(x)x2(1 - x). 
X 

lfX 1X2 rf 1, then 

T(X 1)T(X2) = if;(XIJ X2)r(X1X2). 
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Proof. W e corn pute from the definitions: 

r(X1)r(x2) = L L X1(x)x2(y)X(x + y) 
X y 

= L L X1(x)x2(Y- x)X(y) 
X y 

= L L X1(x)X2(a- x)X(a) + L X1(x)X2(-x). 
X a*O X 

Since x1x2 ;;<!: 1, the last sum on the right is equal to O. In the other sum, 
we interchange the order of summation, replace x by ax, and find 

L X1X2(a)X(a) · L X1(x)X2(1 - x), 
a x 

which proves GS 4. 

GS 5. For any positive integer r, we have r(xP') = r(x). 

Proof. This is obvious because raising to the p-th power is an auto­
morphism of F, and therefore Tr(xP) = Tr(x). 

We shall now consider the prime factorization of r(X). To begin with, 
we observe that T(X) is an algebraic integer in Q(w,E) where ez-i= 1. 
Furthermore, sin ce T(X)T(X- 1 ) = ±q, it follows that the only primes dividing 
T(X) are those which divide p. 

W e let K be the extension of Q obtained by adjoining the p-th roots of 
unity and the (q - 1)-th roots of unity, so that K contains roots of unity 
as representatives of the elements of the finite field F with q elements. 
W e fix a homomorphism 

of ox into the algebraic closure of F p, and write mod p for this homomor­
phism. This homomorphism induces an isomorphism between the group 
of (q - 1)-th roots of unity in K and the multiplicative group F*, because 
the polynomial xq-1 - 1 has no multiple root mod p. If Wq_ 1 is the 
cyclic group of (q - 1)-th roots of unity, then 

'P: Wq-1 --+ F* 

is this isomorphism. W e can define a generator x<P for the character group 
of F* by letting x<P be the character such that 

Then X<P has order q - 1, and any character X is a power of x<P. 
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Theorem 9. Let X be a character of F* and let X = x~, with 

1~v<q-1. 

Write vin the p-adic expansion 

v = Ilo+ '~~1P + · · · + '~~1-1P1- 1 

with O ~ Vi ~ p - 1, and not all Vi = O or p - 1. Let 

/-1 
s(v) = L Vi 

i=O 
and 

Then î'(v) ~O (mod p) and 

/-1 
î'(v) = II (vi!) (mod p). 

i=O 

[ T(X) ] -1 
IP (w - 1)a<Pl = î'(v) (mod p). 

[IV, §3] 

In particular, for any absolute value liP extending the p-adic absolute value 
on the rationals, we get 

Proof. We use induction on v. Take first v = 1 so x =X"'. We have 

T(X"') = L x"'(a)wTr(a). 
a 

Write 

wTr(a) = (1 + "' - 1)Tr<a> = 1 + Tr(a)(w - 1) + ~(w - 1)2 

with some algebraic integer ~ depending on a. We interpret Tr(a) to be 
any representative in OK for the element in F. Then 

;<x"')1 = L x"'(a)[Tr(a) + Hw - 1)], 
a 

and hence 

IP ( T(X"')) = .L: a-1Tr(a) = .L: a-1(a + aP + · · · + aP1-
1

) 

w-1 a a 
f-1 

= .L: (1 + aP-1 + ... + aP -1) 
a 

= q- 1 = -1 (mod p) 

because a~ ap•-l is a multiplicative character. This settles the case 
." = 1. 
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Assume next that 1 < v < q- 1 and that the statement is true for 
X~ with 1 ~ IL < v. We distinguish two cases. 

CaseI. piv. Then v = pp, and X~= (X~)P, so that by GS 5 we have 

T(X;) = T(X~). 
But obviously 

s(p,) = s(v) and 'Y(v) = 'Y(p,). 

This case is taken care of. 

Case 2. pfv. Then v0 .= O. We shall use GS 4. We have 

<P(ljt(X10, x;-1)) = <P ( ~ x10(a)x;- 1 (1 - a)) 
a*0,1 

= ~ a-1 (1 - a)-<•-1), 
a*0,1 

and after inserting q - 1 as an exponent of (1 - a), using the fact that 
(1 - a)q- 1 = 1, we find that this is 

= ~ ~ (-1); q-:v ai-1 q-• ( ) 

a*O i=O J 
= (q- 1)(-1)(q- v) 

(because a~--+ ai-1 is a multiplicative character) 

= -v = -v0 (mod p). 

Note that in the present case, 

s(v) = s(v - 1) + 1 and 'Y(v) = v0 • 'Y(v - 1). 

Hen ce 

<P ( T(X~) ) _ <P ( T(X10)T(x;-1) ) 
(w- 1)•<•> (w- 1)(w- 1)*>-11jt(X10, x;-1) 

-1 -1 
= (-1) 'Y(v- 1) v0 

1 =---, 
'Y(v) 

thus proving our theorem. 

For an application in the next section, we obtain another expression for 
s(v). As usual, [x] is the largest integer ;;:;; x, and {x} = x - [x]. 
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Lemma. lf v is a positive integer, v = v0 + v1p + · · · + v1_ 1pf-t 
with O ~ Vi ;;:; p - 1, then 

s(v) = v- (p- 1) 'f [~]· 
j=O q- 1 

Proof. The expression on the right is equal to 

(p _ 1) 1~ ( piv _ [ piv ]) = (p _ 1) 'f { piv }· 
1=0 q 1 q 1 i=O q - 1 

W e note that this expression depends only on the residue class of 
v (mod q- 1). We consider therefore v such that O ;;:; v < q- 1. For 
j =O, ... ,f- 1, we have 

and [v/p1] = O. Taking the sum yields 

/-1 [ ] /-1 [ j] 
s(v) = v - (p - 1) ~ :+1 = v - (p - 1) ~ vp . 

1=0 p 1=0 q 

It will now suffi.ce to prove that 

[v:jJ = Lvpj 1]. 
Suppose otherwise. Then for some integer n we have 

whence 
nq < _!!!1_ _ _v_ V < . = 1 - V+ 1 < V+ 1, p1 q- q-

a contradiction which proves our lemma. 

§4. Relations in ideal classes 

Throughout this section we let k = Q(ţ) where ţ is a primitive m-th root 
of unity. We let p bea prime number, pfm, and we let l> bea prime in k 
such that l>IP· We let w bea primitive p-th root of unity. lf JL is a positive 
integer prime to m, we let u,.. be the automorphism of k such that 

u,..ţ = ţ"'. 
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W e know that p is totally ramified in 
Q(w), and hence p is totally ramified in 
Q(ţ, w) = k(w). Thus there exists a 
unique prime 'l3 in k(w) such that 'l3/P, 
and we have 

'Ţ3, Q(ţ, w) 

p,Q(ţ) = kA 
VQ(w) 

Q 

Theorem 10. Let f be the order of p mod m, and q = p1. Let X bea 
character of F = F q such that 

X(a) = a-<q- 1>/m (mod p). 

Then for any integer r ~ 1 tve have the factorization 

where a(r) is the element of the group ring given by 

( ) _ _! " ((q - l)J.Lr) -1 a r - f L...J s Up. , 
P. m 

and the sum is taken over all JL mod m, prime to m. 

Proof. This is essentially a reformulation of Theorem 9. Let K = Q(ţ, w) 
and let cp bea homomorphism of OK into F P corresponding to 'l3, i.e. inducing 
an inj ection 

Then we may assume that xr = X~q- 1 lr/m. We know from §1 that w- 1 
is a prime element in Q(w), and remains unramified in K. Hence by 
Theorem 9, 

We also have 

so that 

As JL ranges over (Z/mZ)*, each conjugate of 'l3 appears f times. This 
proves Theorem 10. 
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Theorem 11. Let k = Q(ţ m) where ţ m i8 a primitive m-th root of unity. 
Let p bea prime number, pfm, and let V Jp in k. For positive integers a, b surh 
that ab(a + b) ~O mod m, let 

Then p6a,b i8 principal, and in fact 

p6a,b ~ 1/I(Xa, Xb), 

where X i8 the character de8cribed in Theorem 10. 

Proof. We just transform the expression of Theorem 10 and use GS 4. 
We have 

and hence 

where 
{3(a, b) = 

j ~ (8 ((q -m1)aM) + 8 (<q ~1)bM) _ 8 ((q- 1)~a + b)JL)) u;; 1 

= p !_! ~ (~[<a+~)p1JLJ _ [a~ILJ _ [b~M])u;;l, 

using the lemma at the end of §3. The decomposition group Gp of p in k 
is {1,CTp,CTp2, ... }. Hence we can replace CTp. by CTpip., and since IL ranges 
over (Z/mZ)*, so does piJL. Consequently we find 

{3(a, b) = (p- 1)8a,b· 

Since p = 'l3p-l, we see that Theorem 11 is proved. 

The special case of Theorems 10 and 11 when m is prime is already in 
Hilbert's Zahlbericht and is due to Stickelberger. The general case is due 
to MacKenzie (" Class group relations in cyclotomic fields", Am. J. 
Math., 74, 1952, pp. 757-763). Here, I have followed an exposition given 
by Tate in a seminar around 1951. The significance of Theorem 11 is 
that it gives a relation in the ideal class group of Q((), since every ideal 
class contains infinitely many primes (a fact which will be proved later 
in this book). 



CHAPTER V 

Parallelotopes 

This chapter gives quantitative results concerning the distribution of 
elements of a number field in parallelotopes. 

If we impose certain bounds on the absolute values of elements a in a 
number field k, then we can ask for the number of field elements satisfying 
such conditions. It turns out that this number is asymptotic to the volume 
of the region (in a suitable space) determined by the inequalities. 

N ext, we shall reproduce the classical theory of Minkowski concerning 
the units and discriminant of the number field, and obtain the Minkowski 
constant. 

§1. The product formula 

Let M Q be the canonica! set of absolute values on the rational numbers 
Q. Then for any element a E Q, a .,t. O, we have 

II lalv = 1. 
vEMQ 

Indeed, if a is a prime number l, then 

lllp = {1 
1/p 

if p is a prime number .,t. l 

if p = l. 

The ordinary absolute value will be called (by abuse of language) a prime 
at infinity. Since IZioo = l, the product formula is satisfied for prime 
numbers. It follows for any element of Q* by multiplicativity. 

Let k be a finite extension of Q and M k the set of absolute values of k 
extending those of M Q· Then by Corollary 2 of Theorem 2, Chapter II, 
§1, we obtain for a E k*: 

1= 

= II lai~"= II llallv· 
vEMk vEMk 

99 
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Thus the product formula is also satisfied, with multiplicities 

If k is a number field, we denote by Soo the set of archimedean absolute 
values in Ah. We let r 1 and r 2 be the number of real and complex absolute 
values respectively. Then 

r1 + 2r2 = [k : Q] 

and we denote this degree by N. We also let r = r 1 + r2 - 1. The local 
degree Nv is 1 if vis real, and 2 if vis complex. 

\Ve shall now prove the classical theorems concerning the finiteness of 
class number and the unit theorem. 

To begin with the class number, we shall prove that there exists a con­
stant C depending only on k, such that for any ideal a (alU'ays assumed rf O), 
there exists an ideal b in the linear equivalence class of a such that Nb ~ C. 

This implies that the number of ideal classes is finite, because there is 
only a finite number of ideals with bounded norms. (In fact, there is only 
a finite number of prime numbers bounded by a given constant, and for 
each prime number p, there is only a finite number of prime ideals p of Ok 

lying above p.) This number is called the class number of k. 
Let w1 , .•• , WN be a hasis of Ok over Z, and let S be the set of elements 

of Ok of type 

with integers ai such that 

Then there are more than Na elements inS, and thus there are two distinct 
elements a, {3 in S such that a - {3 = i; will map into O in the homo­
morphism 

(Cf. Proposition 24 of Chapter 1, §7.) It follows that there exists an ideal 
b such that (1;) = ab. On the other hand, we estimate the norm 

IN~(~) 1 = IT lc1w~ + · · · + CNWNI, 
(f 

where O ~ leii ~ (Na) l/N + 1. We see that there is a constant C (depend­
ing on the maximum of the archimedean absolute values of the Wi and 
on N) such that 

IN~WI ~ C · Na. 
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Using Proposition 22 of Chapter I, §7 we get Nb ~ C and b....., a- 1 by 
definition. This proves our assertion. 

Next, we shall prove the unit theorem, as in Artin-Whaples. We first 
discuss some general notions. 

We define an Mk-divisor c to be a real valued function of absolute 
values vin Mk such that: 

(1) c(v) > OforallvinMk. 
(2) c(v) = 1 for all but a finite number of vin Mk. 
(3) If v is a discrete valuation, then there exists an element a in k such 

that c(v) = lalv· 

We shall sometimes write lclv or Cv instead of c(v), and when we have 
the multiplicities Nv, we write 

llcllv = c(v)N •·. 

W e define the k-size or simply size of our M k-divisor to be 

llcllk = II c(v)N•. 
V 

We denote by L(c) the set of elements x E k such that for each vE Mk 
we have 

lxlv ~ c(v). 

Each element a E k* determines an M k-divisor whose value at v is simply 
lalv· The product of two M k-divisors is an M k-divisor, and if c is an 
Mk-divisor, then ac is the Mk-divisor such that 

(ac)(v) = lalvc(v). 

In view of the product formula, we have 

In other words, the size of c is the same as the size of ac. 
If a E k*, then L(ac) and L(c) are in canonica} bijection under the 

mapping 
x ~---+ ax, x E L(c). 

We denote the number of elements of L(c) by A(c). Then 

A.(ac) = A.(c). 

If we think of c as prescribing the sides of a box, all but a finite number of 
which are 1, then A(c) may be interpreted as the number of field elements 
in the box. The size of c may be interpreted as the volume of the box. We 
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shall now prove that the number of elements in the box is approximately 
equal to the volume. In the next section, we shall obtain a stronger 
asymptotic result, by different methods. 

Theorem O. Let k be a number field. There exist two numbers c1, c2 > O 
depending only on k, such thatfor any Mk-divisor c, we have 

Proof. Suppose that there is at least one complex absolute value v0 in 
M k· W e identify kv0 with the complex plane, and consider the square 
centered at the origin, with sides of length 2c(v0). Let m be an integer 
such that 

m < X(c) 112 ~ m + 1. 

Without loss of generality, we may assume that m ~ O, and so m ~ 1. 
Cut up each side of the square into m equal parts, thus giving rise to m2 

small squares inside the big one. Our set L(c) is embedded inside the big 
square at kvo· Since it contains more than m2 elements, there exist two 
distinct elements x, y E L(c) lying in the same small square. Hence we 
can estimate their difference by 

1 _ 1 < 2v2 c(vo) . 
x y vo = m 

lf v is any other archimedean absolute value of M k, then 

lx - Ylv ~ 2c(v), 

and if v is non-archimedean, then 

lx - Ylv ~ c(v). 

Taking the product, we obtain 

1 = II lx - Yl~· ~ ca[lcJik 
vEMk m 

with a suitable constant c3 . Since (m + 1) 2 ~ 4m2, the inequality on the 
right in Theorem O follows immediately. 

lf there is no complex absolute value in M k, then we proceed in a similar 
manner, using a real one v0 , and cut up the interval centered at the origin 
of length 2c(v0) into m equal parts, giving rise to m small intervals, with 

m < X(c) ~ m + 1. 

The arguments then proceed in the same way. 
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Let us prove the other inequality. Let w11 •.. , WN be a hasis for Ok 

over Z. Put 

the sup being taken over the archimedean absolute values v in Mk, and 
over i. This is a number depending only on k. 

Let c be our given Mk-divisor. By the approximation theorem, there 
exists an element a E k* such that 

for each archimedean absolute value v in M k· We now select an element 
a E Z, a .,t. O, such that aac has absolute value ;;i 1 at all non-archi­
medean vE Mk, just by taking a highly divisible ata lot of prime numbers. 
In view of the fact that X(c) and llcllk do not change if we multiply c by an 
element of k*, we may therefore assume, without loss of generality, that 
our M k-divisor satisfies the inequalities 

for some element a E Z, a > O, and all v E Soo. 
We must exhibit elements of L(c). For this purpose, consider the set L 

of elements of Ok consisting of those which can be expressed in the form 

with ai E Z, and O ;;i ai ;;i a. Then our set L contains more than aN 
elements. 

Each non-archimedean v in M k corresponds to a prime p of Ok, and using 
the third condition in the definition of an M k-divisor, we ha ve in an obvious 
manner the notion of ord11 c. Let n11 = ord11 c. The additive group 

Ok/lipnP 

has liCNp)nll elements. We look at the image of L under the canonica! 
homomorphism of Ok into this additive group. There will be a subset L' 
of L with at least 

elements, all of which have the same image. Take one fixed element 
x EL', and let y range over L'. Then for each non-archimedean absolute 
value v in M k, we ha ve 

lx - Ylv ;;i c(v), 



104 PARALLELOTOPES [V, §l] 

because ordp (x - y) ~ ordp c. If v is archimedean, then by an obvious 
estimate, we have 

lx - Ylv ~ colalv ~ c(v). 

Thus our element x - y lies in L(c). We have therefore proved that 

NIT 1 X(c) ~ a Nţ>nP • 

W e observe finally that 

aN= IT lai~" > Ct IT Ici~", 
vlv00 vlv00 

the product being taken over the archimedean absolute values, and c1 
being an obvious constant, while 

if v is the non-archimedean absolute value belonging to p. Taking the full 
product over all absolute values proves our inequality on the left in 
Theorem O. 

Let k be a number field, and S a finite subset of M k containing the 
archimedean absolute values. Let s be the number of elements of S. We 
define the set of S-units ks tobe the set of elements rx in k* such that 

for V Il s. If s = s"', the S-units are also called the units of k. Strictly 
speaking, they are the units (invertible elements) of the ring of algebraic 
integers Ok. 

W e map ks into Euclidean s-space as follows. Let Vt, ... , v. be the 
absolute values of S. Map 

x ~ (log llxllt, ... , log llxll.), 
and call this map 

log: ks --+ R". 

By the product formula, the image of ks is contained in the hyperplane 
defined by the equation 

h + ... +~.=o, 
so that this image is at most (s - !)-dimensional. 

Unit Theorem. The image log(ks) is an (s- !)-dimensional lattice 
in R". 
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By saying that it is a lattice, we mean that it is a discrete subgroup of 
R", and by saying that it is (s - !)-dimensional, we mean that the vector 
space generated by it is the entire hyperplane mentioned above. Thus 
in particular, it follows that log(ks) is a free abelian group on s - 1 
generators. The kernel of our log mapping is clearly the set of roots of 
unity in k because the kernel is a group, and its elements have bounded 
absolute values, hence form a finite group. 

Corollary. Let k be a number field and S a finite subset of M k containing 
the archimedean absolute values. Then ks modulo the group of roots of 
unity in k is a free abelian group on s - 1 generators ( s = number of 
elements of S). 

Observe, however, that the statement of the unit theorem is stronger 
than the statement of the corollary. The unit theorem is actually equiva­
lent with a compactness statement, which we shall give in Chapter VII, §3. 

W e shall now prove the unit theorem. 
Let us begin by observing that in any bounded region of R" there 

exists only a finite number of elements of log(ks). Indeed, if log(x) lies 
in such a region, then the absolute values of x and its conjugates must 
be bounded, and hence x can satisfy only a finite number of manie 
polynomials of degree :;;;:; [k: Q) over Q, because the coefficients of such 
polynomials are elementary symmetric functions of x and its conjugates. 
By a well-known property of Euclidean space, whose proof we shall recall 
at the end, it follows that log(k8 ) is a discrete, finitely generated subgroup 
of R8 • We must prove that it has dimension s- 1. 

For this purpose, we shall first prove that given an index i, there exists 
a vector ( b, ... , ~.) in log(ks) such that h > O and ~i < O for j ;;e i. 
We shall then prove that any s - 1 such vectors are linearly independent 
over R. 

W e need the following lemma. 

Lemma. Given v0 E Mk there exists a number c(v0 ) > O such that for 
any M k-divisor c there exists {3 E k* such that 

1 ~ llf3cllv ~ c(vo) 

for all v ;;e v0 in M k· 

Proof. Let c1 be the number of Theorem O. Let c0 = 1 if v0 is archi­
medean, and let co = Np 0 if Po is the prime of v0 • Let c' be an M k-divisor 
which differs from c only at v0 , and such that 

If Vo is archimedean, we can adjust the v0-component as we please, in a 
continuous fashion. If v0 is discrete, the value group ranges over powers 
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of Np0, and so we can also find the c' subject to our condition. We set 
c(vo) = co/c1. 

By Theorem O, }..(c') > 1, and hence there exists an element a ~ O in 
L(c'), that is, 

lla\\v ~ \\c'\\v 

for all vE Mk. We put {3 = 1/a. Then the inequality on the left in the 
lemma is satisfied. For the inequality on the right, we have 

11f3c'\\v = ri\{3~~~1lw ~ \\f3c'\\k = llc'llk 
w..,v 

for all v E M k· The product is taken over all w E M k, w ~ v. Sin ce c' 
is like c except at v0 , we have also proved the inequality on the right. 

W e return to the main proof. If v fi S, then the value group of v is 
infinite cyclic, generated by Np, and there is only a finite number of primes 
such that if v0 ES corresponds to the index i, then 

Np ~ c(vo). 

Consequently, by the lemma, there is a finite set of absolute values S'::) S 
having the following property. If c is an M k-divisor, then there exists 
{3 E k* such that 

1 = \\{3c\\v, all v fi S'. 

Consider only such c that c(v) ~ 1 for all v and c(v) = 1 for all v fi S. 
For such c there exists {3 with 

1 = \\f3c\\v = \\{3\\v, 
1 ~ \\f3c\\v ~ c(vo), 

Let B be the set of all such {3. Map B into R8 '-S by 

V fiS' 

V~ v0• 

The image of B is finite. Let {3 11 ••• , f3m be representatives in B for the 
elements of this image. Let 

b = Min \\f3i\\v· 
vES'-S 

i=l. ... ,m 

Then b > O, and for all {3 E B there exists an S-unit UfJ E ks and some j 
such that 
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For all c as above, we can therefore find u E ks satisfying 

c(vo) 
llucllv ~ -b-, 
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all v ~ Vo. 

We select c such that c(v) is very large for all vE S. Then llullv is very 
small for all v ~ v0 , v E S. By the product formula, it follows that llullvo 
is very large. The log of u has the desired property. This achieves the 
first of our objectives. 

As to the second, we have found elements x1, ... , Xs-1 E ks such that 

log X1 = (i;u, ... , hs) 

log Xs-1 = (ţs-1,1 1 • • • 1 ţs-l,s), 

and such that the matrix of signs of the ţii is as follows: 

r
+-- ... - -l -+-···--

---···+-
Let Y1, •.• , Y. be the column vectors. ·we must show that the first 
8 - 1 are linearly independent over R. Suppose that 

a1Y1 + · · · + as-lYs-1 =O, 

not all the coefficients being O. Say a 1 > O and a 1 ;:;; ai for any j. Then 
looking at the sum just in the first row, we get 

O= a1h1 + a2h2 + · · · + as-lh,s-1 
;:;; a1ţ11 + a1h2 + · · · + alh,s-1 

= a1(h1 + h2 + · · · + h,s-1) 

because hi is negative for j = 2, ... , 8 - 1. By the product formula, 
we must have 

h1 + h2 + · · · + h,s-1 > O, 
contradiction. 

For the convenience of the reader, we repeat the proof that a discrete 
subgroup of Euclidean space is a free abelian group. We do this by in­
duction on the dimension of the subgroup, i.e. the maximal number of 
linearly independent elements over R. 

Let r be our subgroup and h, ... , ţm a maximal set of independent 
vectors in r. Let r 0 be the subgroup of r contained in the subspace 
spanned by h, ... , ţm-l· By induction, we may assume that any vector 
of r 0 is a linear integral combination of ţ~, ... , ţm-l· 
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Consider the subset T of all ~ in r of the form 

with real coefficients ai satisfying 

O~ ai< 1, 

O~am~l. 

i = 1, ... , m- 1 

[V, §1] 

It is a bounded set. Let ~:,. be a vector of T with the smallest am #- O, say 

~:,. = h1~1 + • • • + bm~m· 
Starting with any vector ~ of r, we can select integral coefficients 
el> ... , Cm in such a way that 

~~ = ~- Cm~:,.- Ct~l - • • • - Cm-l~m-l 

lies in T, and the coefficient of emis < bm and ~O. This coefficient must 
therefore be O, and e' lies in r 0 • From this our result is clear. 

Remark. It is sometimes useful to consider subgroups of finite index in 
the unit group. They may arise in the following way. Let M be an additive 
subgroup of the algebraic integers o, of finite index. An equivalent condi­
tion is that M has rank [k : Q]. Let u be a unit in o. The map 

X 1-+ UX 

is an additive automorphism of o, which maps M on an additive subgroup 
uM. We have isomorphisms of factor groups, 

o/M ~ ojuM, 

and hence the same index, 

(o:M) = (o:uM). 

If m = (o :M), then every element of o/M has period m, and hence 

o::::>M::::>mo. 

Since o/mo is finite, we conclude that there is only a finite number of sub­
groups of o lying between o and mo. The unit group U is represented in 
the finite group of permutations of such subgroups of o. W e conclude 
that the subgroup U M consisting of all units u E U such that uM = M 
is a subgroup of finite index in U. 

Let 
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If a E k, we let a<i> be the j-th conjugate of a for j = 1, ... , r1 + r2. Let 

be a set of generators for the ordinary unit group U, modulo roots of 
unity. The absolute value of the determinant 

is independent of the choice of our generators UlJ ••• , Ur and is calied the 
regulator Rk = R of the field k. Since the log vectors of the units are 
linearly independent, it foliows that the regulator is not O. We note that 
this regulator, like ali determinants, can be interpreted as a volume of a 
paralielotope in r-space. The regulator occasionaliy occurs in the form 

1 log lui1>1 
±2-r2NR = ; 

1 log luir+lll 

To see this, we multiply the i-th row of the determinant on the right by 
Ni, and add the sum of the first r rows to the last row. Then we get N 
in the lower left-hand corner, O in the rest of the last row, and our assertion 
is obvious. 

The reason for the regulator appearing in the second form is as foliows. 
Let 

G = n+ X··· X R+ 

be the direct product of r 1 + r2 copies of the multiplicative group of 
positive reals. Map each unit u into G by 

This is a homomorphism of U into G, whose kernel consists of the roots of 
unity. Let V be the image of U in G. Then Vis contained in G0 , the sub­
group consisting of ali elements 

such that 
r+l 

Y = II yf• = 1. 
i=l 

Let u1, ... , Urbe a set of independent generators for U modulo roots of 
unity, and let '111> ••• , 'llr be their respective images inG. Then we have 
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an isomorphism 

given by 

g(t, z) = t11N 71~ 1 • • • 71~', 

and the J acobian matrix of this mapping is 

(

1 
Nt 

Jac0 (t, z) = i 
Nt 

log 7111 

log 71t.r+l 

Hence the J acobian determinant is 

1 1 log Jui0 J 
~o(t, z) =- : 

Nt . 
1 log Ju\{+1 '1 

log 71rl ) 

lo~ 71r,r+l . 

from which we see the determinant as indicated above. 

[V, §2] 

Observe that our map g gives us a natural parametrization of G0 in 
terms of a Euclidean space R'. 

§2. Lattice points in parallelotopes 

In this section, we shall give a refinement of Theorem O. 

Theorem 1. Let k be a number field, [k: Q] = N. Let Bk be the constant 

2'1(27r)'2 
Bk = ŢnkJli2 . 

Then, for c ranging over Mk-divisors, the number X(c) of elements of L(c) 
is given by 

In other words, there exist constants b1 , b2 > O depending only on k such 
thatfor JJcJik > b2 we have 

JX(c) - Bkllcl!kl ~ bt(IJc!J1-11N). 

Proof. W e shall first make some remarks concerning M k-divisors. 
Given an M k-divisor c, there exists a fractional ideal a of Ok such that 
a E a if and only if 
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for all primes p of Ok. This follows at once from the definitions. Thus 
L(c) consists of those elements of a which satisfy certain inequalities at 
the archimedean absolute values. W e call a the fractional ideal associated 
with c. 

Given {3 E k*, we have A({3c) = Â(c). Hence to compute Â(c), we may 
change c by an element of k*. 

W e know that the group of ideal classes of Ok is a finite group. Let 
a1, ... , ah be ideal representatives of the elements of this group. Multi­
plying c by a suitable element of k*, we may assume that the fractional 
ideal a associated with c is equal to one of the ai. 

Let c be an Mk-divisor, and a its associated fractional ideal. Then 

where we write Cv instead of c(v) to simplify the notation. 

Lemma 1. Assume that the associated fractional ideal a is equal to one of 
the fixed representatives ai. There exists a unit u of Ok such that we have, 
for all v E S,.,, 

where c1(k), c2(k) are tU'o constants > O, depending only on k. 

Proof. Let V= JJc!Jk and let c; = Cv(VNa)-lfN for all vE S,.,. Then 

Consider now the log vector 

log(c') = ( ... ,log IJc~IJv, .. . )vEs,.,. 

Since the log vectors of units form a lattice of maximal rank in the hyper­
plane of vectors such that the sum of the components is O, it follows that 
there exists a unit u such that 

Jlog(c') - log(u- 1)J < c3 (k) 

for some constant c3 (k). The absolute value is the ordinary norm of a 
vector in Euclidean space. From this we conclude that log(uc') is a vector 
of bounded length, i.e. that there exist constants c4 ,c5 >O such that 

C4 ~ Juc~Jv ~ C5 

for ali vE S,.,. We get the assertion of the lemma by substituting the 
definition of c~. 
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We let 

We can identify this product with RN, because we have a product of r 1 

copies of the real numbers, and r2 copies of the complex numbers. If v 
is complex, we fix an isomorphism of kv with C. (We have a choice of two 
such isomorphisms.) 

Each nonzero ideal of ok is a lattice of rank N in this Euclidean space, 
if we view ok as embedded in the natural way on the diagonal. The 
inequalities imposed by our Mk-divisor at absolute values vE Soo can be 
viewed as determining a region in this Euclidean space, and our problem 
has therefore been reduced to the following. 

Given a lattice L of rank N in Euclidean N-space, show that under 
certain circumstances, the number of lattice points in a parallelotope is 
approximately equal to the volume of the parallelotope. This is precisely 
what we shall do. 

Let b, ... , i;N be linearly independent vectors in RN. The abelian group 
generated by them is a lattice. By definition, a fundamental domain 
for the lattice is any (measurable) set such that every vector of RN is 
congruent to exactly one vector in the set modulo the lattice. For funda­
mental domain, we shall always select the set F of points 

with O ;;;:; ti < 1. 
If c is an Mk-divisor, we denote by Pc the set of vectors x in 

such that 
for all v E Soo 

and call Pc the parallelotope determined by c (at infinity). 
Let n(c) be the number of translations Fx of F which are contained in 

Pc for some x E L. 
Let m(c) be the number of translations Fx of F which intersect Pc for 

some x EL. 
Let Z(c) be the number of lattice points in the parallelotope Pc. Then 

clearly 

n(c) Vol(F) ;;;:; Vol(Pc) ;;;:; m(c) Vol(F) 

where Vol means volume in Euclidean space. 
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The only lattice point in Fx is x itself. Thus 

n(c) ~ l(c) ~ m(c). 

W e shall now prove a theorem concerning any lattice in RN. 

Theorem 2. Let c range over M k-divisors such that for all v E Soo tce have 

with constants c6, c7 > O. Let L be a fixed lattice in RN. Then, whenever 
Vol(Pc) > c', we have 

l( ) = Vol(Pc) ± "V l(P) 1-1/N 
c Vol(F) c o c ' 

with constants c', c" depending only on c6 , c7 , and L. 

Proof. It suffices to prove that m(c) - n(c) is bounded by a term of 
order of magnitude B 1- 11N if we set B = Vol(Pc). 

If a translation F x of our fundamental domain by an element x in L is 
not contained in Pc but intersects Pc, then it intersects the boundary 
of Pc. (Namely, the line segment between a point in Fx n Pc and a point 
in Fx but not in Pc is contained in the convex set Fx and crosses the 
boundary of Pc.) We can write 

where Dv is the closed interval or the closed disc of radius cv, according 
as v is real or complex. Then the boundary of Dv consists of two points 
or a circle, and 

aPe = u [aDvo X II Dv]. 
voESoo v*vo 

The dimension of the boundary is therefore N - 1. 1 t will now suffice 
to give an upper bound of the desired kind for the number of translations 
F x which intersect each 

because there are at most N such terms in the union. This will be done 
by parametrizing the boundary by a map having suitable partial deriva­
tives. We recall that if <Pisa differentiable map with derivative <P', then 
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for any two vectors y, z we have 

where 11 is Euclidean norm, and I<P'I is the maximum of the norm of the 
derivative of <P on the segment between y and z. (This is the mean value 
theorem.) 

W e parametrize Pc by a map 

sending the N-cube with sides of length equal to 1 onto Pc as follows. 
If v is real, we map 

t ~---+ 2cv(t - !), o~ t ~ 1 

and if v is complex, we use polar coordinates, and map 

(u, O) 1-+ (CvU, 211"0), 
o~ u ~ 1 

0~0~1. 

Each partial derivative of <P is then bounded by Cv times a constant 
(2 or 211"), and hen ce there is a constant c8 ( = 211" N c7) such that 
I<P'I ~ csB 11N. 

The boundary of Pc is then parametrized by the (N- 1)-cube JN- 1• 

If we cut each side of JN-1 into [B 11N] segments of equal length, we get 
a decomposition of JN-1 into 

small cubes, of diameter ~ (N- 1) 112/[B1iN]. The image of such a 
small cube under <P has diameter 

( ) 1/2 
< N -1 BlfN 
= [Bl/Nj cs 

~ Cg. 

The number of translations Fz (x EL) which meet a region of diameter 
~ c9 is bounded by a constant c10 depending only on c9 and the diameter 
of F. Thus the image of a small cube under <P meets at most c1 0 translates 
Fz of F by lattice points. Since we have [B<N- 1>IN] small cubes, we see 
that <P(IN-1) meets at most c10[B<N-lliN] translates of F. The boundary 
of Pc consists of at most N pieces, each of which can be parametrized as 
indicated. This proves our theorem. 
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The next lemma determines the volume of the fundamental domain of 
an ideal a of Ok viewed as a lattice in Euclidean space 

Lemma 2. Let a be an ideal of the ring of integers of k, and let F bea 
fundamental domain of a, aslattice in RN. Then 

Proof. The ideal a has a hasis a 1, ••• , aN over Z. 

Let u1, ... , <Tr 1 he the real emheddings of k. Let T1, ... , Tr2 and their 
conjugates he the complex ones. Each a in k maps on the vector 

Let us write 
Tja = Xj + V=1 YJ, 

where (XJ, Yi) are real coordinates in the complex numhers C. Thus 

V= 1, .. . ,N. 

The discriminant of a as a module over Z is the square of the determinant 

Adding the last set of r 2 rows to the middle rows, and then suhtracting 
again, we see that this determinant, up to a sign, is equal to 

xu 

Yu Y1N 

and the determinant ohtained here is the determinant of a set of hasis 
vectors for a as a lattice in RN having all their components in the direction 
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of the canonica! unit vectors of RN. Thus we obtain 

as desired. 

W e can finally show how Theorem 2 implies Theorem 1. W e had seen 
that we could assume our Mk-divisor such that the condition of Theorem 2 
was satisfied, and also such that its associated ideal a is one of a finite 
number of representatives of the ideal classes. 

For any M k-divisor c, we find 

Vol(Pc) = II (2cv) II (1rc~) = 2r17rr2 II c:f• 
v real v complex vESoo 

whence 

thereby proving Theorem 1. 

§3. A volume computation 

We begin with some remarks on convex bodies in Euclidean space RN. 
W e Jet p, be the ordinary measure in RN. 

A subset C of RN is said tobe convex if, whenever x, y are points of C, 
then 

tx + (1 - t)y, o~ t ~ 1 

also lies in C (in other words, the line segment between x and y !ies in C). 
W e say that C is symmetric ( with respect to the origin) if x E C implies 

- xEC. 

Theorem 3. Let L be a lattice of dimension N in RN, and let C be a 
closed, convex, symmetric subset of RN. lf 

where Fis a fundamental domainfor L, then there exists a lattice point ,a O 
inG. 

Proof. W e shall first prove the theorem under the assumption 
p,(C) > 2Np,(F). 

Under this assumption, we contend that there exist two distinct 
elements in §C whose difference is in L. Indeed, if not we have 

!C = U (!C n Fx) (disjoint) 
xEL 
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and 

= L JL((!C)_" n F). 
xEL 

But JL(!C) = 1/2N · JL(C). Hence the sets (!C)_" n F cannot be disjoint 
(otherwise the assumption on the measure of F would be contradicted). 
This means that there exist two vectors Yb y 2 E C such that 

with suitable xb x 2 in L, and x1 ~ x 2• This proves our contention. 
This gives !(y1 - y 2 ) E L. But y2 E C implies -y2 E C, and so 

!(Yl - Y2) lies in C by convexity, as desired. 
Suppose that JL(C) ~ 2N JL(F). For every E > O, 

and hence there is a lattice point in (1 + E)C. Letting E tend to O shows 
that one of these lattice points must be in C. 

Our next task is to compute a volume. 

Lemma 3. Let 

where kv ranges over the reals taken r 1 times, the complex r 2 times, and 
N = r1 + 2r2. For each number a > O, let A be the convex region deter­
mined by the inequality 

and denote its volume by Vr 1 ,r2 (a). Then 

Proof. To begin with, it is clear that 

Vr 1 ,r2(a) = aNVr 1 ,r2(1), 
because 

L Nvlzvl = lz1l + · · · + lzr11 
vESoo 

+ lzrt+ll + lzr1+11 + · · · + lzr1+r21 + lzr1+r2 l· 
The complex variables Zr 1+1, ••• , Zr 1+r2 will now be replaced by polar 
coordinates. 
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We wish to find V,.1,,.2(1). Use polar coordinates (u;,6;) with 
O ~ 6; ~ 211" and O ~ u1 to describe z1. We have 

v,.1,.2(I) 

= J Ur1 +1 · · · Ur1 +r2 du1 · · · du,.1 du,.1 +1 · · · du,.1 +r2 d6,.1 +1 · • • d6,.1 +r2, 

the integral being taken over the region 

Restricting the region of integration so that Ui ~ O for all i multiplies the 
integral by 2"I. 

We make the change of variables 2ui = wi, 2dui = dwi for 
r1 + 1 ~ j ~ r1 + r 2• The integral becomes 

where 

the integral taken over the region u; ~ O for all i, and 

But 

We can split off the integral over du1 between O and 1, and write the 
integral 

W,.1,r2(1) = f0
1 Wr1-1,r2(1 - U1) dU1 

1 
= N w~I-1,r2(1), 

performing a trivial integration on u 1 and using the homogeneity. By 
induction, we get rid of the first set of variables and get 

In a similar way, we get 
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which, after performing the integration and using induction, is 

1 1 
= (2r2)! W o,o(l) = (2r2)! . 

This yields 

whence the desired value for v.l.r2 drops out. 

§4. Minkowski's constant 

Let k be of degree N over Q and let a be an ideal of the integers Ok, 

viewed as a lattice in RN. W e select the number a in Lemma 3 such that 
the region of that lemma has volume at least equal to 2N times the volume 
of a fundamental domain for a. We denote by dk the absolute value of 
the discriminant Dk. Then the value of a such that 

will achieve our purpose, in view of Lemma 2, §2. By Theorem 3 there 
exists a lattice point in the region of Lemma 3. This means that there 
exists an element a E a, a ;;r6 0 such that 

The geometric mean being bounded by the arithmetic mean, we get 

IN~(a)ii/N ~ lu1al + · ~· + iuNai 1 

whence 

'
Nk ( )i < aN = N! 4•2 -r2N d112 

Q a = NN NN 7r a k • 

We have a factorization of ideals, 

(a) = ab, 

where b is an ideal. Hence 

IN~(a)i = NaNb. 

Canceling Na, we have: 

Theorem 4. In any ideal class, there exists an ideal b such that 
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where Ck is the Minkowski constant: 

_ N! (4)'2 
Ck--- · NN 7r 

Corollary. The absolute value of the discriminant dk is > 1. There is 
at least one prime ramified in k. 

Proof. W e ha ve Nb ~ 1 whence 

If N = 2, then we obtain at once d > ! > 1. Our assertion will be 
proved if we show that the sequence of numbers 

( 7r)N N2N 
4 (N)! 2 

is monotone increasing. Taking the ratio of two successive numbers, a 
trivial computation proves what we want. 

I copied the following table of values for the Minkowski constant in 
a course of Artin around 1950. 

N ri r2 ( j_y2 N! 
7r NN 

----

o 1 0.63661 
2 

2 o 0.5 
----

1 1 0.28299 
3 

3 o 0.22222 
------

o 2 0.15198 
4 

2 1 0.11937 

4 o 0.09375 
------

1 2 0.06225 
5 

3 1 0.04889 

5 o 0.0384 
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For large N, we see that dk ~ (1/N) ( 1re2 /4)N. 
W e conci ude by an example of which Artin was very fond. Consider 

the equation f(X) = X 5 - X + 1. The discriminant Ll of a root of 
X 5 +aX+ b is 55b4 + 28a 5. In this special case, 

Ll = 2869 = 19. 151. 

Each prime factor occurs to the first power. 
Let abea root of f(X) and k = Q(a). Then a is integral over Z. Since 

f(X) is irreducible mod 5, it is irreducible over Z (or Q) and k is of degree 5 
over Q. The discriminant of Z[a] as a module over Z has no square factors. 
Hence it must be equal to D(ok), because it differs from D(ok) by a square. 
Hence Z[a] = Ok by Proposition 10 of Chapter III, §3. 

It is not difficult to show that the Galois group of the polynomial is the 
full symmetric group. Hence the splitting field K has degree 120 over Q. 

By the Minkowski theorem, every ideal class has an ideal b such that 
Nb < 4 (using the value for the Minkowski constant in the table and 
trivial estimates). Since Nb is an integer, it is either 1, 2, or 3. If Nb ~ 1, 
the only possibility is that b is a prime ideal p with Np = 2 or 3. This 
would mean that the residue class field Ok/P has degree 1 over Z/pZ and 
hen ce that f has a root mod 2 or mod 3. This is impossible (direct compu­
tation), and hence the only possibility is that Nb = 1. But then b = (1) 
and (oh miracle!) every ideal is principal. The ring of integers is a prin­
cipal ideal ring. 

As Artin noticed, it can be shown that the splitting field K is unramified 
over the extension Q( \~"'A) = Q( y19 · 151). 

Artin's example also gives an example of an unramified extension whose 
Galois group is the icosahedral group. As he once pointed out, given any 
Galois extension K of a number field k, with group G, there exist infinitely 
many finite extensions E of k such that K n E = k and KE is unramified 
over E. To obtain such E, it suffices to construct an extension which 
absorbs locally ali the ramification of K (this puts a finite number of 
conditions on E, which can be realized by the approximation theorem), 
and one must insure that E n K = k. To do this, one can for instance 
use the existence of primes and density theorems proved in a later chapter. 
We leave it as an exercise. 

As a final application of the Minkowski theorem, we shall prove: 

Theorem 5. lf k is a number field, denote by Nk and dk the degree [k :Q] 
and absolute value of the discriminant respectively. Then the quotient 
N k/log dk is bounded for all k ~ Q. Furthermore, there exists only a finite 
number of fields k having a given value of the discriminant. 

Proof. The first assertion follows from a trivial computation involving 
the inequality of the Corollary to Theorem 4, and the standard estimate 
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from Stirling's formula 

0<0<1. 

We leave it to the reader. This shows that the degree is bounded when 
the discriminant is bounded. Hence to prove the second assertion, we 
must show that there is only a finite number of number fields k having 
given degree N and given absolute value of the discriminant d. 

Consider Euclidean N -space 

Suppose that there is at least one complex absolute value v0 • Consider 
the domain defined by the inequalities 

izv0 - Zvul ~ C1d112 

izvu + Zvul < i 
Izv! < !, 

where el is a large constant, depending on N. Here we denote by Zv an 
element of k" identified with C or R as the case may be. 

Then our domain is convex and symmetric with respect to the origin. 
Consequently it must contain an element a ~ O in Ok· Since the norm 
of a has absolute value ~ 1 (being a non-zero rational integer), it follows 
from the first inequality that the absolute value of the imaginary part of a 

is greater than 1. Hence the two conjugates of a corresponding to v0 are 
distinct. Furthermore, a is distinct from any other conjugate, since 
already its absolute value at v0 is distinct from its absolute value at 
v ~ v0 • Hence a is a generator for k over Q. Its equation over Z has 
coefficients which are elementary symmetric functions of a and its con­
jugates, and are therefore bounded as a function of d and N. Hence such 
a can satisfy only a finite number of equations over Z, thereby proving 
our theorem if there is a complex v0 • lf all absolute values are real, the 
proof is even easier, since we can replace the first pair of conditions 
simply by lzvol ~ C1d112 and argue in the same way. 

Corollary (Hermite's Theorem). Let S be a finite set of primes. There is 
only a finite number of fields k of bounded degree over Q, and unramified 
outside S. 

Proof. For each prime pE S there is only a finite number of extensions 
of Qv of bounded degree, and for such extensions, the discriminants are 
bounded. This immediately implies a bound for the global discriminants, 
and we can apply the previous result to conclude the proof. 



CHAPTER VI 

The Ideal Function 

§1. Generalized ideal classes 
Let k be a number field, and let I denote the multiplicative group of 

non-zero fractional ideals. Let P be the subset of principal ideals. If 
a, o are fractional ideals (which we say from now on, instead of non-zero 
ideals, unless otherwise specified), then we write a~ o (a is equivalent to o) 
if there exists a E k* such that a = (a) b, i.e. ah -l is a principal fractional 
ideal. Then the equivalence classes of fractional ideals form a finite group 
(as we saw in Chapter V, §1), which we call the ideal class group. Its 
order is usually denoted by h, and is called the class number of k. 

W e shall now refine the notion of ideal class group. By a cycle (of -k) 
we shall mean a formal product 

where v ranges over the normalized absolute values of k (inducing the 
ordinary absolute value ora p-adic absolute value on Q), with exponents 
m(v) which are integers ;;; O, and such that m(v) = O for all but a finite 
number of v. Thus we are interested in assigning a multiplicity ;;; O to 
each absolute value. Actually, we shall not care about the complex v, 
and if vis real, then we only care whether m(v) = O or m(v) > O. Thus 
for our purposes, we could t"ake m(v) = O or 1 in case v is real, and leave 
out the complex v altogether. 

From a notational point of view, the literature extends the notation ~ 
to apply to the archimedean absolute values in M k, and also to say that 
such v are "primes", or "primes at infinity". 

W e shall avoid this, and reserve p to denote (non-zero) prime ideals 
of o. If v = Vp for some prime p, we do however also write m(p) instead of 
m(v). We write Pic or vie if m(p) [or m(v)] is > O, and we also say in that 
case that v (or p) divides c. We call m(v) the multiplicity of vin c. We let 

Cp = pm(Pl or 

denote the local v-component of c, if p corresponds tov. 
123 
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W e denote by c0 the product 

Co = II pm<P> 
P*voo 

taken over all prime ideals p, and call it the finite part of c. 

[VI, §1] 

We let J(c), or I(k, c), or h(c), denote the set of fractional ideals rela­
tively prime to Co (oras we shall also say, prime toc). Thus J(c) is the set 
of fractional ideals not divisible by any prime ideal p having a multipli­
city > O in c. 

N ext, we introduce a subgroup of k* as follows. If a E k*, we define 

a= 1 (mod* c) 

to mean that a satisfies the following two conditions: 

(i) If p is a prime ideal with multiplicity m(p) > O, then a lies in the 
local ring Op, and 

a= 1 (mod m;:'<P>), 

where mp is the maximal ideal of Op. Symbolically, we also write 
this congruence in the form 

a~ 1 (mod Cp). 

(ii) If v is a real absolute value in M k having multiplicity m(v) > O 
in c, and O"v is the corresponding embedding of k in R, then 

It is clear that those elements of k* satisfying (i) and (ii) form a group, 
and we denote this group by kc. W e observe that elements of kc are neces­
sarily p-units if p is a prime dividing c. [As a matter of notation, we write 
X(c) to denote the subset of X consisting of those elements prime to c, 
and Xc to denote the subset of X consisting of those elements satisfying 
the congruence relations (i) and (ii).] 

We denote by Pc the subgroup of P consisting of those principal frac­
tional ideals (a) with a E kc. Then it is clear that Pc is a subgroup of J(c). 
The factor group I(c)/Pc will be called the group of c-ideal classes. We 
shall see in a moment that it is finite, and has the ordinary group of ideal 
classes as factor group. If c = 1, we agree to the convention that J(l) = I 
is the group of fractional ideals, and P 1 = P. 

First, we observe that every ideal class in 1/P has a representative in 
I(c), i.e. has a representative ideal prime to c. To see this, let a be an 
(integral) ideal in a given class mod P. If ordp a = r(p) for a prime ideal 

Pic, we solve the congruences 

a= 7r;<P> (mod pr<P>+I) 
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for ţ~lc, using the Chinese remainder theorem. We use the notation 71'11 for 
an element of order 1 at ţJ. Then a(a- 1) is prime to c. Again using the 
Chinese remainder theorem, we can multiply a(a-1) by a suitable alge­
braic integer in k, prime toc, to make it an ideal (i.e. not fractional). Thus 
the inclusions 

1(c) ~ 1 
1 1 

P n 1(c) ~ P 

induce an isomorphism of factor groups 

(1) 1(c)/P(c) = 1/P, 

where P(c) denotes the group of principal fractional ideals prime to c, 
so that 

P(c) = P n 1(c). 

We note that P(c) contains Pc, and we have the tower of subgroups 

1(c) ~ P(c) ~Pc. 

We therefore have a surjective homomorphism 

1(c)/Pc ~ 1(c)/P(c) = 1/P. 

Its kernel is P(c)/Pc, which we shall now analyze. 
We have the surjective homomorphism k* ~ P, which to each a E k* 

associates the principal fractional ideal (a). Its kernel is the group of units 
U. Similarly, if k(c) denotes the subgroup of k* consisting of those ele­
ments whose ideal is prime to c, then we have a surjective homomorphism 

k(c) ~ P(c) 
given by 

a~--+ (a). 

The inverse image of Pc is precisely the subgroup Ukc, where U denotes 
the group of units of k, thus giving rise to the diagram 

k(c) ~ P(c) 
1 1 

Ukc ~ Pc 

and the isomorphism 

(2) k(c)/Ukc = P(c)/Pc. 

Let R+ denote the multiplicative group of real numbers > O. If vis a 
real absolute value, then kt = R+, and k~/kt = {1, -1}. For ţljc 0 let 
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m(p) be its multiplicity. We consider the map 

(3) k(c) ~ II (op/m;'m)* X II k!/kt 
PICo vie 

vrea! 

which to each a E k(c) associates its residue class in the corresponding 
factor. If pisa prime ideal, then (op/m;'<P>)* is the group of units (invertible 
elements) in the residue class ring op/m;:'<P>. Using the approximation 
theorem, one sees at once that our map is surjective, and from the defini­
tions, it follows directly that its kernel is precisely kc. Thus we have a good 
description of the factor group k(c)/kc as a direct product of local factors 
shown in (3). 

As in the rational case, we define the Euler <P-function. We let 

<Pp(c0) = order of the group (op/m;'<P>)* 
and 

It is clear that 
<Pp(Co) = (Np - 1)Npm<P>-I. 

We already see that l(c)/Pc is finite, and the order of k(c)/kc is given in 
terms of the Euler function. 

Finally, we have the tower 

and we look at the factor group 

(4) 

where Uc consists of those units = 1 (mod* c). In the above manner we 
have unscrewed the group of c-ideal classes into various constituents, 
which in particular allow us to write down a formula for its order. For 
clarity, we write down the diagram of what we have done. 

I(c) ~ I 

1 1 
k(c) ~ P(c) ~ P 

1 1 
U ~ Ukc~ Pc 
1 1 
Uc~ kc 

Two opposite vertical bars represent isomorphisms of factor groups. For 
each horizontal arrow, the group on the left is the inverse image of the 
group on the right under the corresponding homomorphism. 
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Theorem 1. The group of c-ideal classes I(c)/P, is finite. lf h is the 
class number of k, and h, is the order of I(c)/P,, and s(c) is the number of 
real vie, then 

It is a reasonable convention to define 

so as to include the archimedean v into the definition of the Euler function. 
Then we can write 

h - _!!cp(c) . 
'- (U: U,) 

W e note that U, being of finite index in U, it has also 

independent units, and the additive group of "log vectors" of elements 
of U, is a lattice in Rr. 

If {E11 ... , Er} are independent units generating U modulo roots of 
unity, and if {71 1 , ••• , 7Jr} are independent units generating U, modulo 
roots of unity, then the logs of these units respectively generate lattices 
in Rr, denoted by log U and log U, respectively. We can define the 
c-regulator R, by 

with i = 1, ... , r and j = 1, ... , r. Just as the regulator R can be 
interpreted as the volume of a fundamental domain, so can we interpret 
R, as the volume of a fundamental domain for log U, in Rr. 

Example. W e conclude this section by an example which is in some 
sense "typical". Let k = Q. Each prime ideal is represented by a prime 
number p, and we let V00 denote the real absolute value. Let m be an 
integer > 1, representing an ideal ( m), and let c = mvaa. Then U mv 
consists of 1 alone. The group I(c) consists of those ideals prime tom~ 
and Qmv"" consists of those positive rational numbers ac such that 

a= 1 (mod* m). 

Any class of l(mv«>)/Pmv«> can be represented by an arithmetic progression 
of positive integers prime to m. The generalized ideal class group is iso­
morphic to (Z/mZ)*, namely the multiplicative group of integers prime 
to m, mod m. Thus we can view our generalized ideal classes as generaliza­
tions of arithmetic progressions in number fields. 
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§2. Lattice points in homogeneously expanding 
do ma ins 

By a lattice in RN, we mean as usual a discrete subgroup of rank N. 
Let L be such a lattice, and let D be a subset of RN. We denote by aD 
the boundary of D (set of points in the closure of D, not lying in the 
interior). We let tD denote the set of points tx, for tE R and x E D. 
Then a(tD) = t aD. We are interested in an asymptotic formula for 
the number of points of Lin tD. To get this, one has to make some assump­
tion on the smoothness of the boundary, as follows. Let S be a subset of 
some euclidean space. A map 

is said to satisfy a Lipschitz condition if there exists a constant C such 
that for all x, y E S we have 

[<P(x) - <P(Y)[ ~ C[x- y[. 

Let Jk denote the unit cube in k-space, that is the set of points 
(x 17 ••• , Xk) with O ~ Xi ~ 1. A subset T of RN is said tobe k-Lipschitz 
parametrizable if there exists a finite number of Lipschitz maps 
<Pi: Jk ~ T whose images cover T. 

Let w 17 ••• , WN be a hasis for the lattice L over Z. The set F of all 
points 

(O ~ ti < 1) 

1s a fundamental domain for L. Then the translations F 1 of F by 
elements lE L cover RN and are disjoint. Every element of RN has a 
unique representative in F modulo L. 

W e let V ol denote volume in N -space. 

Theorem 2. Let D bea subset of RN and La lattice in RN, with funda­
mental domain F. Assume that the boundary of D is (N - 1)-Lipschitz 
parametrizable. Let 1\(t) = 1\(t, D, L) be the number of lattice points 
in tD. Then 

where the constant in O depends on L, N, and the Lipschitz constants. 

Proof. If a point l EL lies in tD, then F 1 intersects tD. Furthermore, 
either F1 is contained in the interior of tD, or Fz intersects the boundary 



[VI, §3] THE NUMBER OF IDEALS IN A GIVEN CLASS 

of tD. Let: 

Then 

and 

Hence 

n(t) = number of l E L such that l E tD. 

m(t) = number of l E L such that Fz C interior of tD. 
b(t) = number of l E L such that F1 intersects âtD. 

m(t) ~ n(t) ~ m(t) + b(t), 

m(t) Vol(F) ~ Vol tD ~ (m(t) + b(t)) Vol(F). 

Vol D N < ( m(t) ~ VolF t = m(t) + b t), 
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and to conclude the proof, it suffices to estimate b(t). Let cp: JN- 1 ~ RN 
be one of the parametrizing maps for a piece of the boundary of D, with 
Lipschitz constant C. Then tcp parametrizes a corresponding piece of âtD. 
Let [t] denote the largest integer ~ t, as usual. Cut up each side of the 
unit cube JN- 1 into sides of length 1/[t]. We then get [t]N- 1 small cubes. 
The image under cp of each small cube has diameter ;;;;; Cd[t], and hence 
the image under tcp of each small cube has diameter ;;;;; C 2 • The number 
of l EL such that Fz intersects the image of such a small cube under tcp 
is then bounded by C', where C' is a constant depending only on L and C. 
Hen ce 

b(t) ;;;;; C'[t]N- 1• 

This proves our theorem. 

§3. The number of ideals in a given class 

Let I be the group of fractional ideals of k, and P the subgroup of 
principal fractional ideals. W e are interested in an asymptotic formula 
for the number of ideals a in a given class of I/P such that Na ;;;;; t, for 
t ~ oo. More generally, we want such a formula for the ideals in a gen­
eralized class of I(c)/Pc for some cycle c. We begin by sketching the 
argument in the simplest case. W e let a, b denote ideals (not fractional). 

Let ~ be a given ideal class mod P, and let b be an ideal in the inverse 
class. For each ideal a E ~' the ideal ab is then a principal ideal (~) con­
tained in b (because we took a tobe an ideal, so ac o). We have 

Na ~ t if and only if N(ab) = N(~) ;;;;; Nb · t. 
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Elements a, {3 of k are called equivalent if there exists a unit u such that 
a= u{3. Let j(~, t) be the number of ideals a E ~ such that Na ~ t. 
Thenj(~, t) is the number of equivalence classes of elements tE b, t ~ O, 
such that N t ~ Nb · t. Let U denote the group of units. Then U operates 
on the number field k, but we may also view U as operating on Euclidean 
space 

Ak(oo) = RN = II kv. 
vESoo 

(If vis complex, we fix a definite identification of kv with C.) Namely, if 
u E U, and (av) is in RN, then 

where O"v is the embedding of k in kv corresponding tov. 
Elements t, 1J of RN are said tobe in the same orbit of U if there exists 

a unit u such that t = UTJ. 
WecandefinethenormonRN = Ak(oo), namelyif t = (tv), then welet 

Nt = II Iti~\ 
vESoo 

If t, 1J are in the same orbit of U, then clearly N t = NTJ. For t E Ak( oo) 
we have 

W e are of course interested in elements t ~ O in b, and hen ce it is useful 
to deal with the subset of Ak( oo) given by 

Jk(oo) = II k:, 
vES<t> 

consisting of those elements having non-zero coordinates at all v E S..,. 
Then h( oo) is stable under the operation of U, and we can define the 
notion of a fundamental domain D in J k( oo), namely a subset such that 
every orbit of U has a unique element inD. We can then say thatj(~, t) 
is the number of elements t E b such that 

(1) Nt ~ Nb · t and tE D. 

If Y is a subset of Ak( oo) and t > O, we let Y(t) be the subset of Y con­
sisting of those elements t such that N t ~ t. Assume that we are able to 
construct D such that tD = D for every real t > O. Then 

D(t) = t 11ND(1). 

With this notation, our conditions (1) are equivalent to the condition 

(2) tE D(Nb · t), 
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and we get the fundamental formula: 

1 j(St, t) = X((Nb · t) 11N, D(1), b). 

In other words, the number of ideals a ESt such that Na ~ t is equal to 
the number of points of the lattice b lying in the domain 

(Nb · t) 11ND(1) = D(Nb · t). 

This reduces the problem of computing j(St, t) to Theorem 2, §2, provided 
that we can construct D(1) so as to satisfy the hypothesis of that theorem 
(that is, Lipschitz parametrizable boundary). 

For convenience, it is easier to construct a fundamental domain for a 
free abelian subgroup of the unit group (i.e. disregard the roots of unity). 
If we do that, and count the number of points of the lattice b in such a 
domain, then we get w · j(St, t), where w is the number of roots of unity in k. 

The whole discussion can be applied more generally to ideal classes of 
I(c)/P, as follows. We shall prove: 

Lemma 1. Let c be a cycle of k. Let V be a free subgroup of U, which 
generates U c modulo roots of unity. Let J k ( oo , e) be the subset of J k ( oo) 
consisting of those ţ such that ţv > O if vis real, vie. There exists a funda­
mental domain D for the operation of V on J k( oo, c) such that tD = D 
if t > O, and such that D(l) has an (N - 1)-Lipschitz parametrizable 
boundary. 

Let us postpone for a moment the proof of Lemma 1. Let St be an ideal 
class of I(c)/P,, and letj(St, t) be the number of ideals a ESt such that Na ~ t. 
Select b E sr-1• The map 

a t--t ab = (ţ) 

establishes a bijection between ideals of a ESt, and U,-equivalence classes 
of elements ţ satisfying the pair of conditions: 

ţ == 1 (mod* c), ţ =O (mod b). 

If w, denotes the number of roots of unity in U,, then we see that: 

wâ(St, t) is equal to the number of elements ţ satisfying 

{ ţ E b, 

ţ = 1 (mod c0), 

ţ E D(Nb · t) = (Nb · t) 11ND(1). 

We wrote ţ = 1 (mod c0) rather than ţ = 1 (mod* e) because our third 
condition, that ţ E D, already guarantees that O"vţ > O if v is real, vie, 
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sin ce D is contained in J k( oo, e). The two congruences 

~=O (mod b) aud ~ = 1 (mod e0) 

define a translation of the lattice (ideal) be0 in RN = Ak( oo), because if 
~o is one solution of these congruences, then the map 

gives a bijection of the set of solutions of these congruences aud be0 . 

[Note that b, e0 are relatively prime, aud the Chinese remainder theorem 
applies, i.e. x =O (mod be0 ) if aud only if x =O (mod b) aud x =O (mod e0).] 

Thus we have shown: 

Lemma 2. Let the notation be as in Lemma 1, and let L be the lattice 
obtained by translating be0 by one solution of the two congruences above. 
Then wci(sr, t) is equal to the number of elements of L lying in 

(Nb · t) 11ND(1). 

We are therefore in the situation discussed in Chapter V, §2. Observe 
that the volume of a fundamental domain for be0 in RN is the same as the 
volume of a fundamental domain for the translated lattice L. 

Theorem 3. Let e bea cycle of k, and let sr bea class of J(e) modulo Pc. 
Then 

where 

and: 

j(sr, t) = Pct + O(t1- 11N), 

Re is the e-regulator, 

Ne= 2s<clNeo, 

s(e) is the number of real vie, 
Wc is the number of roots of unity in Uc, 

dk is the absolute value of the discriminant of k. 

In particular, if sr is an ordinary ideal class modulo principal ideals, then 

j(sr, t) = 2r1(~)'2 R t + O(t1-1/N), 
w dk 

where R is the regulator, w the number of roots of unity in k, and dk is as 
above. 



[VI, §3] THE NUMBER OF IDEALS IN A GIVEN CLASS 133 

Proof. In Chapter V, §2, we had computed the volume of a fundamental 
domain for the lattice of an ideal bc0, and found it equal to 

In view of Lemma 2, there remains only to prove Lemma 1, i.e. construct 
a suitable fundamental domain for V in Jk(oo, c), and to prove that 

1 Vol D(l) = 2r1-s(c)7rr2Rc. 

W e shall essentially follow Hecke to do this. 
W e proceed to construct D. Let 

g:Jk(oo,c)~ IT Rv 
vESoo 

be the homogenized log map given by 

g(ţ) = ( · · ' log ~~~~;N ' · · )vESoo· 
As usual, \1 M = 1 ~viN"· Then we see at once that the image of g is con­
tained in the hyperplane H consisting of all elements z such that 

L Zv = Z1 + ·'' + Zr1+r2 = 0. 
vESoo 

Let {17 1, ... , 'llr} be a set of generators for V and let g(17i) = Yi· Then 
{Yt, ... , Yr} is a hasis for a lattice in H, and is the usual image of these 
units under the log mapping, because for any 11 E V we ha ve N 11 = 1. 
We let F be the usual fundamental domain for this lattice in H, namely 
the set of aU linear combinations 

C1Y1 + ' ' ' + CrYr, 0 ~ Cq < 1. 
Let 

It is immediately verified that D is a fundamental domain for the action 
of V on h( oo, c) and that for any real t > O we ha ve tD = D. This last 
condition comes from the fact that 

We note that D(l) is bounded, because for each coordinate ~v of an 
element of D, we have 
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where B is a bound for the elements Yi· Hence if ~ E D(1), we have 

~~ .. 1 ~ eBr. 

We shall now simultaneously see that the boundary of D(1) is (N - 1)­
Lipschitz parametrizable, and compute the volume of D(1). 

For this purpose, we use polar coordinates, namely 

(pi, fh) 

such that O ~ Pi for all i, and 

8i = ±1 

o ~ 8i ~ 271" 

if i = 1, ... , r1 but 8i = 1 if vile 

if i = r1 + 1, ... , r1 + r2. 

The inverse image of our domain D(1) in the polar coordinate space is 
described by the conditions 

(3) 

with O ~ Cq < 1 for q = 1, ... , r. These conditions (3) do not involve 
any of the angles 8i. 

Let us denote by P the set of (p1, ... , Pr1+r2) satisfying O < Pi and 
also satisfying conditions (3), i.e. the inverse image of D(1) in the polar 
coordinate space. For the Lipschitz parametrizability of the boundary 
of D(1), it will suffice to show that the boundary of Pin (r1 + r2)-space is 
(r1 + r2 - 1)-Lipschitz parametrizable. Furthermore, we have 

VolD(1) = 2r1-s<c>(27rr2J ··· jPr1+l"""Pr1+r2dPl···dPrt+r2· 

where the integral is taken over P. We change variables, and consider the 
cube S in (r1 + r2)-space with variables (u, Ct, ••• , Cr), satisfying the 
inequalities 

(4) {O<u~1 
0 ~ Cq < 1. 

We ha ve a bijection f: S ~ P between this cube S and P, given in one 
direction by 

Pi = u 11N exp ( t Cq log jup1q1) = fi(u, c1, .. · , Cr). 
q=l 
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In the other direction, we have 

and the numbers Cq are uniquely determined by (pt, . .. , Pr1+r2) because 
the determinant det lui7Jql(j, q = 1, ... , r) does not vanish. This deter­
minant is in fact the Rcregulator, by definition. 

The Jacobian determinant of our map is easily computed. For instance, 
we find 

1 p· ap ·/au = - 2 
1 Nu and 

Hence the Jacobian determinant of fis 

1 
1 

Adding the first r rows to the last after multiplying the j-th row by N h 
we find that this Jacobian determinant is equal to 

Hen ce 

where p. is Lebesgue measure. The volume of the cube S is of course equal 
to 1, and we have computed the volume of D(1) as desired. 

Finally, as to the parametrizability, only the exponent 1/N of u is not 
continuously differentiable. But this is harmless: We just reparametrize 
the cube, letting say u = u"( with another variable u 1. We then get a 
continuously differentiable parametrization of the closed cube (compact) 
onto the closure of P, given by 

It follows immediately that the boundary of P is (r1 + r 2 - 1)-Lipschitz 
parametrizable, because the boundary of our closed cube trivially has 
this property. This concludes the proof of Lemma 1, and also the proof of 
our main result, Theorem 3. 



CHAPTER VII 

ldeles and Adeles 

In classical number theory, one embeds a number field in the Cartesian 
product of its completions at the archimedean absolute values, i.e. in a 
Euclidean space. In more recent years (more precisely since Chevalley 
introduced ideles in 1936, and Weil gave his adelic proof of the Riemann­
Roch theorem soon afterwards), it has been found most convenient to 
take the product over the completions at ali absolute values, including 
the p-adic ones, with a suitable restriction on the components, to be 
explained below. This chapter merely gives the most elementary facts 
concerning the ideles and adeles (corresponding to a multiplicative and 
additive construction respectively), and their topologies. In each case, 
we prove a certain compactness theorem, and construct a fundamental 
domain. Although we use the existence of fundamental domains later, 
we shall not need any explicit form for them. 

Given any group scheme over the ring of integers Ok of a number field, 
one can take its points in the adele ring, and one can try to prove similar 
results. This leads into the arithmetic theory of algebraic groups, and we 
do not deal with it here. Suffice it to say that the ideles turn out to be 
the points of the multiplicative group scheme in the adele ring. 

§1. Restricted direct products 
Let k be a number field. For each absolute value v on k (normalized to 

induce one of the standard absolute values on Q), we have the completion 
kv of k which is one of three types of fields: The reals, the complex, or a 
p-adic field. W e call v by the corresponding name. 

The additive group kv (also written kt) is locally compact, and so is 
the multiplicative group kt. Each one contains a compact subgroup in 
the p-adic case, namely the \)-adie integers or the p-adic units which are 
open in k;t and kt respectively. 

W e shall now describe a general procedure which allows us to take a 
restricted product of these groups. 

Let {v} be a set of indices, and for each v, let Gv be a locally compact 
commutative group. For all but a finite number of v, let Hv bea compact 
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open subgroup of Gv. The restricted direct product of the Gv with 
respect to the Hv is the subgroup G of the direct product consisting of 
elements all but a finite number of whose components lie in H v· 

If S is a finite set of indices v, including at least all v for which Hv is 
not defined, then we denote by G s that subgroup of G for which all com­
ponents outside Sare in Hv. Then 

Gs = II Gv X II Hv 
vES v~S 

is a direct product of locally compact groups, all but a finite number of 
which are compact. Thus Gs is alocally compact group (product topology), 
and we make G into a locally compact group by decreeing that each such 
G s is an open subgroup. 

Each Gv is embedded in G on the v-component, as a closed subgroup. 
The restricted product of the additive groups kv with respect to the 

local integers Ov (defined only when v = Vp for some p) is called the adele 
group of k and is denoted by Ak or simply A. We call As the S-adeles. 

The restricted product of the multiplicative groups k~ with respect to 
the units Uv of Ov is called the idele group of k and is denoted by h or 
simply J. (The topology on the idele group is not the topology induced 
on it as a subset of the adeles!) We call J s the S-ideles. 

W e can embed the number field k in the adeles on the diagonal. Since 
an element a of k is a p-adic integer for all but a finite number of p, and 
since we can view a as embedded in each kv, the vector (a, a, a, ... ) is 
an adele. 

Similarly, we can embed the multiplicative group k* in the ideles be­
cause a non-zero element of k is a p-adic unit for all but a finite number of p. 

We can define the trace on adeles. Let E be a finite extension of k and 
x an adele of E, x = (xw), w E ME. We define its trace Trf(x) to have 
v-component 

Then its trace is an adele of k. 
Similarly, we define the norm of an idele a = (aw) of E to be the idele 

Nf(a) whose v-component is 

According to Corollary 3 of Theorel? 2, Chapter II, §1, these definitions 
are consistent with the embedding of k in A and k* in J, and the usual 
definition of norm and trace on field elements. In other words, the foi-
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lowing diagrams are commutative: 

c 
E*--+ J E 

N l ! N 
k* --+ Jk c 
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Theorem 1. The additive group k is embedded as a discrete subgroup of 
the adeles A. The multiplicative group k* is embedded as a discrete sub­
group of J. 

Proof. Let a E k. To say that a is close to O in the adele topology means 
that lai" ~ 1 for all but a finite number of v and lai" is very small for a 
finite set of v. By the product formula, this implies that a = O. Hence 
O is an isolated element of k in A. It follows that k is discrete in A. The 
same argument applied to an element a of k* close to 1 shows that k* is 
discrete in J. 

§2. Adeles 
We observe that the adeles forma topologica! ring (with zero divisors) 

if we define multiplication componentwise. If a is an idele and x is an 
adele, then ax is an adele. The map 

given for each idele a by the formula ha(x) = ax is a topologica! linear 
automorphism of the additive group A onto itself. 

Let us denote by S.. the set of archimedean absolute values in the 
canonica! set of absolute values M k· 

Theorem 2. We have 

k+ As .. = A. 

The factor group A/k is compact. 

Proof. The first statement means that given any adele x, there exists 
an element a of k such that x - a has integral components at all valua­
tions v. This is an easy extension of the Chinese remainder theorem, and 
can be done for instance as follows. Given x EA, let m be a rational 
integer such that mx has integral components for all non-archimedean v. 
Let S be the set of primes p of Ok such that Plm. W e can find an algebraic 
integer a in k such that 

mx =a (mod p•) 
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for all p in S and large v, by the ordinary Chinese remainder theorem. 
Then x - a/m will be integral for all p if vis sufficiently large. 

The field k can be viewed as embedded in Euclidean space 

II kv = RN, 
vESoo 

and in that case, the integers Ok form a lattice of rank N = [k: Q] in RN. 
To show that A/k is compact, we observe that given x EA we can 

translate it by an element of k into A Soo· W e can then translate an element 
of As"' by an integer in Ok in such a way that the resulting adele has 
bounded components at all vE Soo because Ok has maximal rank in RN. 
Hence every element of A/k has a representative in a compact subset of 
Asoo· This proves that Ajk is compact. 

It is in fact easy to construct a fundamental domain for A/k. 

Theorem 3. Let w1, ... , WN be a basis for the integers Ok of k over Z. 
Let F"' be the subset of 

II kv 
vESoo 

spanned by the vectors L)iwi with O ~ ti < 1. Then 

F = II Ov X Foo 
vfiSoo 

is a fundamental domain for A mod k. 

Prooj. Given x EA we can bring it into As"' by translation with an 
element of k, uniquely determined up to an element of Ok. Restricting the 
components ti to lie in the half-open interval as above determines this 
algebraic integer uniquely if we require that the translation have a repre­
sentative in F. 

§3. ldeles 

In this section we carry out an investigation similar to that of the 
adeles, but applied to the multiplicative ideles. 

We denote by S any finite set of absolute values in Mk containing the 
set Soo of archimedean absolute values. 

For each v E M k, corresponding to a p-adic valuation, we ha ve the 
p-adic integers Ov and the units Uv of Ov. Both of these are compact groups. 

Each idele a has components avE k:, all but a finite number of which 
lie in Uv. We define 
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and 

!laii= llallk = IT llallv· 
vEMk 

All but a finite number of terms of this product are equal to 1, so the 
product is well defined. Furthermore, the map 

a~--? llall 
defines a homomorphism 

of J onto the multiplicative group of positive real numbers. This map is 
obviously continuous, and its kernel is a closed subgroup of J, denoted 
by Jo. 

By the product formula, k* is contained in J 0 , and is a closed discrete 
subgroup of J 0 . 

There is a natural homomorphism of J onto the fractional ideals of Ok. 

Indeed, given an idele a= (av), each av lies in kv. If vis p-adic, then we 
can speak of the order of av at p, namely the integers rv such that we can 
write 

with a prime element 11"v and a unit u in Uv. We let 

Tv = ordp a. 

Then rv =O for almost all v, and therefore 

is a fractional ideal, also denoted by (a). The map 

a !--? (a) = IIPordpa 

is a homomorphism of J onto the group of fractional ideals I k, whose 
kernel is J Soo· 

Thus we have an isomorphism 

J /k*J S 00 ~ 1/P, 

where P is the group of principal fractional ideals, and I / P is the group 
of ideal classes. This group is finite, and thus if we enlarge Soo to a set S 
which contains enough primes we can find such an S that 

J = k*Js. 
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An element of k* viewed as an idele is called a principal idele. Its 
associated ideal is a principal ideal. W e therefore ha ve an induced homo­
morphism from J /k* onto the ideal classes. The factor group J jk* will 
be called the group of idele classes and will be denoted by ck (or c if the 
reference to k is clear). It contains the closed subgroup C2 = J 0 jk*. 

Let S be a finite subset of M k containing 800 • Then J s is an open sub­
group of J, and J~ is an open subgroup of J 0 . The intersection 

Js n k* 

will be denoted by ks and will be called the group of S-units. It is a 
discrete subgroup of J s (obvious), and if S = Soo, then ks is simply the 
group of units of the ring of integers Ok, namely it is the set of elements 
cx E k* such that 1 cx lv = 1 for v rj; Soc. The factor group J s /ks is called the 
group of S-idele classes, and is denoted by C8 • We have natural 
inclusions 

Cs--+C, 

and under these inclusions, the smaller group is mapped onto an open 
and closed subgroup of the larger group. (Immediate verification.) In 
terms of ideles, the first inclusion can be written 

c 
Js--+J 

c 
k* n J s = ks --+ k* 

c 
J s/ks --+ J /k* 

and we have a topologica! and algebraic isomorphism 

Jjk*Js = C/Cs. 

If S = Soo, then J /k* J soo is isomorphic to the group of ideal classes (i.e. 
fractional ideal classes), and is finite. Thus for any S, the group 
J jk* J s = C /C 8 , \Yhich is a homomorphic image of C /C s 00 , is also finite. 
In particular, k*J soo can be viewed as the kernel of the homomorphism 
of J onto the group of ideal classes. We can interpret k* J s in a similar 
way, as the kernel of the homomorphism onto the group of ideal classes 
represented by ideals "relatively prime to S" (in the obvious meaning to 
be attached to these words). 

Theorem 4. The factor group J 0 /k* = C0 is compact. So is J2/ks for 
any finite set S ~ Soo. 

Proof. Let 

be the map which to each idele a associates l{;(a) = [[a[[. Then if;(k*) = 1 
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and so ljJ is defined on Jjk*. Its kernel is CO. For any real number p >O, 
we let JP = rjJ- 1(p). Then CP is topologically isomorphic to CO. Indeed, 
if we consider an idele 

having component p 11N at all v E Soo and 1 otherwise, then if;(ap) = p and 
CP = aPC0 . It will therefore suffice to prove that CP is compact for some p. 

Lemma. There exists a constant c1 (k) > O such that, for p > c1 and all 
a E JP there exists an element a E k* such that 

1 ~ llaallv ~ p, 

Proof. According to Theorem O of §1, Chapter V, there exists an element 
a- 1 E k* such that 

for all v E M k· This implies 

1 ~ llaallv 

for all v, and also for any v, 

1 
ITIIaallw P 

laallv = IT llaallw ~ l = p, 
W=foV 

as desired. 

lf v = Vp is p-adic, then the values llaallv are of the form 

... , 1/Np, 1, Np, (Np) 2, ... 

and there is only a finite number of p such that Np ~ p. W e take p > c1 

in the lemma. W e can con el ude that there is a set S such that 

1 ~ llaallv ~ p, 

llaallv = 1, 

vES 

V fiS. 

Let X be the subset of J defined by these conditions. Then X is of type 

II (annulus in k!) X II U v 
vES v~S 

and each factor is compact. (Each annulus is the annulus between 1 and 
p.) Hence X is compact. In the canonica! map 

J-+C 
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the set X maps onto a compact subset of C which contains CP. Hence CP 
is compact, as was tobe shown. The conclusion for Jgjk8 follows at once. 

W e can recover the unit theorem from the compactness of J 0 jk*, 
without the arguments at the end of §1, Chapter V. We indicate how this 
can be done. 

Given a set S :J S~, let 8 be the number of elements of S. We map 

log:Js~R· 

by the log mapping, 

( .. · , av, . : .) ~ (. · . , log llallv, · · .)vES· 

Then Jg maps into the hyperplane determined by the equation 

h + ... + 1;. =o. 

Call this hyperplane H"-1. The group ks maps onto a discrete subgroup 
of R". Indeed, in a bounded region of R", there is only a finite number 
of elements of log(k8 ). (This is clear, since prescribing a bounded region 
of R" in effect defines bounds on the absolute values of an element of k, 
and hence bounds on the coefficients of the equation which this element 
satisfies over Z.) 

Theorem 5. The image log(ks) i8 a discrete subgroup of rank 8 - 1 
in H"-1. 

Proof. Note first that H"- 1 is generated (over R) by log(Jg), because 
we can pick 8 - 1 coordinates in S arbitrarily, and then adjust the last 
coordinate (at an archimedean absolute value v) so that the sum of the 
logs is equal to O. Let W be the subspace generated by log(k8 ). We have 
a continuous homomorphism 

and the image of our homomorphism generates H"-1 /W as a vector space 
over R. But this image is the continuous image of a compact set, hence 
is compact. It follows that W = H•-t, thereby proving our assertion. 

The kernel of the log mapping consists exactly of the roots of unity 
in k, because it is a subgroup consisting of elements ali of whose absolute 
values are bounded, and hence is a finite subgroup. 

For computational purposes, we shall now describe how to construct a 
fundamental domain for the factor group J /k*. 

We select one absolute value v0 in Soo, and let S~ be the complement 
of v0 in S~. Then the restriction of the log mapping to Jgoo is denoted by l. 
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We see that 
l :J~oo ~ Rr 

maps Jg onto Euclidean r-space, where r = r 1 + r2 - 1. The surjec­
tivity follows from the fact that we can select r components of an idele 
in Soo arhitrarily, and then adjust the component at Vo so as to get an 
element of J 0 • 

Let {e;} (i = 1, . .. , r) he a hasis for the group of units modulo roots 
of unity. Then the vectors l(e;) are a hasis of Rr, and for any b E Jgoo 
we can write 

l(b) = L_z;l(e;) 

with unique real numhers z;. Let P he the paralielotope in r-space spanned 
hy the vectors Z(e;), that is the set of ali vectors 

L_z;l(e;) 

with O ~ z; < 1. Let w he the numher of roots of unity in k, and let 

E 0 = suhset of ali b in z- 1 (P) such that O ~ arg bv0 ~ 21!' • w 

Let h he the order of the ideal class group, and let b(J), ... , bCh> he elements 
of J 0 such that their associated ideals represent the distinct ideal classes. 
W e then ha ve the following result. 

Theorem 6. The subset E of J 0 consisting of 

E 0 b(l) u ... u E 0 b(h) 

is a fundamental domain for J 0 mod k*. 

Proof. Starting with any idele b in J 0 -..ve can change it into an idele 
which represents a principal ideal hy dividing it hy a uniquely determined 
bc">. Multiplication hy a field element hrings us to an idele representing 
the unit ideal, and therefore takes the idele into Jt_. A change hy units 
lands us in z- 1 (P), and finally multiplication hy a root of unity adjusts 
the argument at v0 to land us in E 0 . It is clear that this final representa­
tive in E 0 is uniquely determined, therehy proving our theorem. 

§4. Generalized ideal class groups; 
relations with idele classes 

Let c he a cycle of k. If v\c, we may now interpret Cv in the completion 
kv, as follows. If v = v~ for some prime ideal ţl, we let m~ he the maximal 
ideal in the completion Ov = o~. If v has multiplicity m(v) in c, we let 

C = mm(v) 
V 1' • 
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Let v = v~. If a E kv and m(v) > O, we define a= 1 (mod* Cv) to mean 
that a E Ov and a= 1 (mod Cv). If v is real, we define a= 1 (mod* Cv) to 
mean a > O. Thus we can extend the notion mod* c to ideles. If a is an 
idele, we definea= 1 (mod* c) to mean that av = 1 (mod* Cv), for all v. 

We let Je denote the group of ideles a such that a= 1 (mod* c). Then it 
is clear that ke = Je n k*. 

For each vie we let We(v) be the subgroup of k: consisting of those 
elements a E k: such that a= 1 (mod* Cv). If vjc, then we let We(v) = Uv, 
the group of local units. W e let 

We = II We(v) X II Uv. 
vie v{ e 

By convention, if v is real or complex, we let Uv = k:. 
Letting ll' be the restricted product, we can write 

Je = II We(v) X II' k:. 
vie vf e 

If vis real, vie, then We(v) = R+ is the group of reals > O. 
lf vis complex, then always We(v) = C*. 
If v is non-archimedean, corresponding to the prime p, and if v has 

multiplicity m > O in c, then 

We(v) = 1 + m;', 

where m~ as before is the maxima! ideal in the complete local ring Ov. W e 
may say that We(v) is a disc of center 1 in the p-adic field. 

It is clear that the collection of We forms a fundamental system of open 
subgroups of the ideles at the identity. In other words, each We is open, 
and given an open subgroup of J containing 1, there exists some c such that 
this subgroup contains We. 

We now consider the relations with idele classes. Any idele class (element 
of J jk*) has a representative idele in Je for any given c. Indeed, given 
a E J, by the approximation theorem, there exists a E k* such that 
a- 1a E Je. (Selecta so that a - a is very close to 1 at all vie, and then 
divide by a.) It follows that we have an isomorphism 

for each c, corresponding to the diagram 

Je~ J 
1 ~ 1 

Je n k* = ke ~ k*. 
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W e ha ve the natural homomorphism 

Jc L I(e) 

a 1---+ (a) 
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which to each idele a associates its ideal (a). It is clear that 1/1 ( = 1/tc) is 
surjective. Furthermore, we have 

y;-I(Pc) = kcWc. 

Indeed, if a E Jc and (a) = (a) for some a E k0 then (a-Ia) = (1), 
whence a-Ia = b is an idele all of whose components are units. It is clear 
that b = 1 (mod* e), and by definition, b E Wc. Thus we have a diagram 

Jc L. I(e) 

1 1 
y;-I(Pc) = kcWc -; Pc. 

and an isomorphism 

Thus the generalized ideal class group has been expressed as an idele class 
group. 

We now consider certain intermediate groups between kcWc and Jc, 
corresponding to norm groups of finite extensions. 

Let K/k be a Galois extension. A cycle e of k will be said to be 
admissible for K/k if Wc(v) is contained in the group of local norms 
N wK! for each v and wlv in K. Here we abbreviate 

tobe the local norm. Since K/k is Galois, we can also write N" instead of 
N w (because all the w above a given v are conjugate by an element of the 
Galois group). 

If vis archimedean, and wlv in K, we say that w is unramified over v 
if Kw = k". With this convention, if Îl is any absolute value of Mk, and if 
K/k is unramified over v, then every unit in U" is a local norm. This is 
obvious if v is real or complex, and in the non-archimedean case, it follows 
from Chapter II, §4, Corollary of Proposition 9. 

We may say that a cycle e is smaller than a cycle e' if ele'. There is obvi­
ously a smallest admissible cycle f for K/k. It is such that for non-archi­
medean v corresponding to p, the open disc Wf(v) is the largest disc in 
u. centered at 1, contained in the local norms at v, for aU v. Of course, 
if v is unramified, then v ,( f and this disc is ali of U". 
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Let :n(c) = :n(c, K/k) denote the subgroup of I(c) consisting of all 
norms N{f~. where ~ is a fractional ideal of K, prime to c (i.e. by defini­
tion, relatively prime to every prime ideal 'l3 of K lying above some prime 
ideal Pic). The subgroup 

Pc:rL(c) C l(c) 

is of great importance in class field theory. It is useful only if c is admis­
sible for K/k. In that case, we have: 

Theorem 7. Let c be admissiblefor K/k, and let f be the smallest admissible 
cycle for K/k. Then the inclusion 

l(c) ~ l(f) 

induces an isomorphism 

I(c) ~ l(f) 
l(c)/Pc:rL(c) ~ l(f)/Pi:n(f). 1 1 

Pc:rL(c) ~ Pr:rL(f) 

We have P 1m(f) n I(c) = Pc:rL(c). lf c is divisible only by the same p 
such that PIL then P 1:n(f) = Pcm(f). 

Proof. Let n E J(c) be such that n = (a)N{fb with some b in I(f, K) 
prime to f, and some a E k* such that a= 1 (mod* f). We express a as a 
local norm at all vlf, say 

a= N{fw'Yw . 
for wlv, vlf. We can take 'Yw tobe a unit. By the approximation theorem, 
there exists 'Y E K such that N{f'Y is very close to a at all vlf. (For instance, 
take 'Y close to 'Y wo for one w0 lv, and 'Y close to 1 for the other wlv, and each 
vlf.) We can also select 'Y such that ord'll 'Y = -ord'll b for all 'l31P, Pic, ptf. 
Then 

is close to 1 at all vlf, 'Yb is prime to c, and 

Since n is prime toc, it follows that aN{f'Y- 1 is a v-unit at all vie. We use 
the approximation theorem again, and the fact that every v-unit is a norm 
if vie but vtf to find an element 'Y 1 in K such that 'Y 1 is a v-unit for all 

vie, and 
N K -lNK -1 

a1 =a k'Y kÎ'l 
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is very close to 1 at all vie, specifically a1 = 1 (mod* e). Then 

a= (al)N{f((nl)b), 

so that a E Pc'Jt(e), thereby proving both assertions of the theorem. 

We are interested also in representing the factor group I(e)/Pc'Jt(e) as 
a factor group of the ideles. W e ha ve a diagram 

Jc .:4 I(e) 
i i 

y.,- 1 (Pc'Jt(e)) ~ Pc'Jt(e) 

i i 
kcWc ~ Pc 

Let J K(1, e) denote the subgroup of K-ideles consisting of those ideles 
A E J K having component Aw = 1 at all wiv, and vie. We contend that 

To see this, let a be an idele in Jc such that (a) = (a)Nf~ for some a E kc 
and some ideal ~ of K relatively prime to e. Let A E J K ha ve component 
Aw = 1 for all wiv and vie, for all archimedean w, and for all w\ll such that 
~ is relatively prime to ~. If ~ occurs in the factorization of ~. we let 
Aw11 have the same order at ~as~ itself. Then from the definitions, we 
see that 

(N{f A) = Nff~. 

Therefore (aNf A) = (a), and hence aNf A differs from a by an element 
of Wc. This proves one inclusion of our contention, and the reverse inclu­
sion is obvious. W e obtain an isomorphism 

On the other hand, corresponding to the inclusion Jc C J, we contend 
that 

1 k*N{fJ K n Jc = y.,-1(Pc'Jt(e)), 

so that we have the diagram 

Jc inc.) J 

1 1 
y.,-l (Pc'Jt(e)) ~ k*Nff J K 

i . i 
kcWc ~ k*Wc. 



150 IDELES AND ADELES [VII, §4] 

The verification uses the same type of trivial technique as above, and the 
assumption that Wc C N:JK. We leave it to the reader. We then obtain 
an isomorphism of the corresponding factor groups, which we summarize 
in a theorem. 

Theorem 8. Let K/k be a. Galois extension. Let c be admissible for K/k. 
Then we have an isomorphism 

The isomorphism is induced by the isomorphism 

Jc/kc "'=' J /k*, 

followed by the ideal map b ._ (b) of Jc onto I(c). 

Thus in Theorem 8, to each idele a we first select an idele b in the same 
coset mod k* such that b E Jc. We then map bon its ideal (b). We have 
(b) E Pc;rt(c) if and only if a E k*N:JK. In this manner we have repre­
sented the idele factor group J jk*N:J K as an ideal class factor group. 
Observe that the norm map applies to the idele classes, and that 

Thus the factor group in Theorem 8 can also be viewed as an idele class 
group. We shall study it especially in the class field theory, and we shall 
find that if K/k is abelian, then the Galois group G(K/k) is isomorphic 
to this factor group. We shall also exhibit the isomorphism explicitly. 

Example. If we reconsider the example given at the end of Chapter VI, 
§1, we take k = Q and let K = Q(ţ m) be the field obtained by adjoining 
a primitive m-th root of unity to Q. Let c = mv..,. Then it is easily verified 
that Pc;rt(c) is simply the unit class in (Z/mZ)*, i.e. is represented by the 
arithmetic progression of positive integers = 1 (mod m). To see this, let p 
be a prime number, pfm, so that p is unramified in K. Let 

(p) = P1 · · . p. 

be the factorization in K, with p = p1. Let Gp be the decomposition group 
of p in G. Then Gp is cyclic, generated by the automorphism u such that 

ua = aP (mod p), 

and u is determined by its effect on ţ m, which is 

U: tm ._ ţJ:.. 

Thus the order of u is the order of p (mod m) in (Z/mZ)*. If fis the local 
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degree, so that Np = p1, then 

fs = IP(m) = [K : Q], 

and fis precisely equal to this order. In particular, 

pf = 1 (mod m), 
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thus showing that the norms of ideals prime to c lie in the unit class. 

§5. Embedding of k! in the idele classes 
W e consider the idele class group Ck = J k!k*. We had embedded the 

multiplicative group of positive reals R + in J = J k, in §3. Let 
N = [k: Q]. If pER+, we denote by aP the idele 

ap = (pliN1 ••• 1 pliN1 1, 1, ... ) 

or its idele class (to be made clear by the context). The map 

J:R+xcz~ck 
such that 

is then an algebraic isomorphism of the product onto ck, and it is obvi­
ously continuous. In fact, it is also bicontinuous. This is essentially trivial. 
If an idele class il is close to 1 in ck, then it can be represented by an idele 
a close to 1 at a large set of absolute values, and in particular at all v E Soo. 
Thus if JlaJI = p, then aP is close to 1, and a-1i% is close to 1 also, thus 
proving that the inverse of our isomorphism is continuous at 1, whence 
continuous. 

Let v be an absolute value on k. W e can embed k: in the ideles, on the 
v-component, namely if c E k:, then we identify c with the idele 

c = ( ... 1 1, 1, c, 1, 1, ... ) 

having cat the v-component, and 1 at all other components. The composite 
map 

k! ~J~Jfk* = ck 
is then obviously a continuous injective homomorphism of k: into ck. 
It is again verified easily that it is a topologica[ embedding, i.e. is bicontinuous. 
In fact let v be p-adic. W e can write k~ as a direct product 

k! ~ {1r} X Uv, 

where {1r} is the cyclic group generated by a prime element 1r in kv, and 
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Uv is the group of local units in kv. The cyclic group {1r} has the discrete 
topology, so that 

If the idele class of an element 1rmU (u E Uv) is close to 1 in ck 
then \\1rmu\\ = \\1rmu\\v must be close to 1, and this proves the bicontinuity 
at 1, whence everywhere since our composite map is an algebraic iso­
morphism between k: and its image in ck. 

Under the isomorphism of Ck with R+ X CZ, we see that {1r} corre­
sponds to a discrete cyclic subgroup of R+, namely the subgroup generated 
by Np, and Uv corresponds to a subgroup of CZ. Recall that both Uv 
and CZ are compact. Thus k: is embedded as a closed subgroup of Ck. 

The situation when v is archimedean is similar. If, say, v is complex, 
we write 

where C1 is the multiplicative group of complex numbers of absolute 
value 1. The argument proceeds as before. 

Warning. If Sis a finite set of absolute values on k, then one obtains 
similarly a continuous injective map 

but this map is not bicontinuous, i.e. is not a topologica! embedding if 
S has more than one element. 

§6. Galois operation on ideles and idele classes 

Let k be a number field as before, and let 

be an isomorphism. Each v E M k is then mapped on an absolute value 
O'V E M uk, defined by 

X Ek, 
or 

y Eak. 

Then q induces an isomorphism on the completions, uniquely determined 
by continuity, and again denoted by a, namely 
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W e shall apply this to the case of a finite extension E /k. Consider the 
product 

which occurs as a partial product in the adeles of E. (Putting a star on 
E would give the same discussion for ideles.) If cr is an isomorphism of E 
over k, i.e. leaving k fixed, then cr operates on the above product in a 
natural way, namely if 

then 

a= {aw}wlv E II Ew, 
wlv 

(cra)uw = cr(aw), 

and thus cr induces an isomorphism 

II Ew ~ II (crE)w', 
wlv w'lv 

where w' ranges over those elements of MuE snch that w'lv. 
In particular, suppose that K is Galois over k and let cr E G(K/k) = G. 

Then cr permutes those w E M K such that wlv, and hence cr induces an 
automorphism 

IIKw~ IIKw. 
wlv wlv 

The group G permutes the factors Kw transitively, because the elements 
of G permute the ab~olute values wlv transitively. The same applies to 
other products taken for wlv, for instance the product 

II Uw, 
wlv 

where U w is the group of local units in Kw, in the case when v is )l-adic. 
This product in that case can also be written 

II u'll. 
'l!IP 

W e shall study this type of operation in greater detail in Chapter IX, §1. 
In the operation of G on such a product as 

IIKw, 
wlv 

the subgroup of G leaving one factor Kw invariant is the subgroup Gw, 
i.e. the decomposition group of w, consisting of all cr E G such that 
crw = w. W e had already considered that subgroup in the context of 
prime ideals, Chapter 1, §5. 
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The above discussion applies to ideles, because the ideles of K are the 
unions of the subgroups 

II II K! X II II u w, 
vES wlv v~S wlv 

where S ranges over finite subsets of M k, and each partial factor taken 
over w\v is G-invariant. 

Finally, we note that G leaves K* invariant, and hence induces an 
automorphism of the idele class group J K!K*. Since the operation of an 
element u E G on J K is obviously bicontinuous, it follows that the auto­
morphism induced by u on C K is also a topologica! isomorphism. 

We have natural embeddings Ak--> AE and Jk--> J E corresponding to 
inclusions kv c Ew for wlv. We leave to the reader the verification that 
A~= Ak and J~ = Jk. For each finite extension E of k we have natural 
homomorphisms 

and 

Both of these homomorphisms are injective, i.e. are embeddings. Perhaps 
the easiest way to see this is to use the beginning of the exact sequence 
for the cohomology of groups as follows. Without loss of generality we 
may assume that E = K is Galois over k. Say for the map Akfk--> AKfK, 
the short exact sequence 

o--> K--> AK--> AK/K--> o 

gives rise to the exact cohomology sequence 

But H1(K) =O because K has a normal hasis and the representation of 
the Galois group G on K is semilocal, with trivial local component so we 
can apply Lemma 2 of Chapter IX, §1. Since H 0(K) = k and H 0(AK) = Ak 
we obtain the isomorphism 

and in particular we obtain the injection of Akfk into AKfK. The proof for 

Jkfk = ck--. c<k 
follows exactly the same pattern, after using Hilbert's Theorem 90, i.e. 
the triviality of H 1(K*) instead of the triviality of H 1(K). 



CHAPTER VIII 

Elementary Properties of the Zeta 
Function and L-series 

§1. Lemmas on Dirichlet series 
We recall the formula for summation by parts. If {an} and {bn} are 

sequences of complex numbers, and if we let 

and 

be the partial sums, then 

N N-1 

L anbn = ANbN + L An(bn - bn+l). 

W e shall consider series 

where {an} is a sequence of complex numbers, and sis a complex variable. 
We write s = u +it with u, t real. 

Theorem 1. lf the Dirichlet series L,an/n" converges for some s = s0 , 

then it converges for any s with Re(s) > u 0 = Re(s0), uniformly on any 
compact subset of this region. 

Proof. Write n• = n"on<•-•o>, and sum the following series by parts: 

If Pn(s 0 ) = L-::0= 1 am/m"o, then the tail ends of this Dirichlet series are 
given for n > m by 
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We have 
1 1 1k+l 1 

--- - s-s dx k•-•o (k + 1)•-•o - ( o) k x•-•o+l ' 

which we estimate easily in absolute value. If a > O and Re(s) ~ u 0 + a, 
then we conclude that our tail end is small uniformly if Js - s0 J is bounded. 
This proves the theorem. 

Assuming that the Dirichlet series converges for some s, if u0 is the 
smallest real number such that the series converges for Re(s) > u 0 , then 
we call u 0 the abscissa of convergence, and we see that the series con­
verges in the half plane to the right of the line u = u 0 , but does not 
converge for any s with u < u 0 . 

If the Dirichlet series converges for s1 = u 1 + it1, then we must have 

because the n-th term of the series anfn81 tends to O. It follows in particular 
that the Dirichlet series converges absolutely and uniformly or compacts 
for 

Re(s) ~ u 1 + 1 + a, 

if 5 > O. This is immediately seen by comparison with the series 2::1/n Ha. 
W e shall now derive a similar criterion using an estima te for the partial 
sums of the coefficients of the series. 

Theorem 2. Assume that there exists a number C and u1 ~ O such that 

for all n. Then the abscissa of convergence of I:an/n" is ;§; O't. 

Proof. Summing by parts, we find for n ~ m, 

1 n-1 [ 1 1 J 
Pn(s) - Pm(s) = An n-; + L Ak k•- (k + 1)• 

k=m+l 

Let 5 > O and let Re(s) ~ u 1 + 5. Then 

1k+l 1 
~ C ---dx 
- k x"-" 1+1 
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whence taking the sum from k = m + 1 to oo we find 

< C isi 1 IPn(s) - Pm(s)J = n6 + C -0- (m + 1)6 

This proves our theorem. 

Let 

1 ţ(s) = L:-. n• 
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Applying Theorem 2 shows that ţ(s) is analytic ins, defined by the series 
for Re(s) > 1. Namely we have o- 1 = 1 in this case. Furthermore, we 
ha ve for 8 real > 1: 

f"' 1 1 1 -- ~ -dx ~ ţ(s) ~ 1 +--· 8- 1 1 x• s- 1 

This follows immediately by comparing the infinite sum with the integral. 
Hence for 8 > 1, we have 

1 ~ (s- 1)ţ(s) ~ s. 

w e shall prove in a moment that r can be continued analytically to the 
line u = O, and that it is analytic except possibly for a singularity at 
s = 1. The preceding estimate then implies that ţ has a simple pole 
at 8 = 1, with residue equal to 1. 

To get the analytic continuation, we use a simple trick, namely we 
consider the alternating zeta function 

1 1 t2(s) = 1 - 2• + 3• - · · · . 

The partial sum of the coefficients of this Dirichlet series are equal to O 
or 1, and therefore are bounded. Theorem 2 shows that ţ2 (s) is analytic 
for Re(s) > O. But 

2 
2" ţ(s) + r2(s) = ţ(s), 

and therefore 

By analytic continuation, this already gives an analytic continuation of ţ 
to the line u = O, and we must stiU show that there are no poles except at 
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8 = 1. This is easily done by considering 

1 1 1 
ţr(8) = 1" + 28 + · · · + (r - 1)" 

(r- 1) 1 
r• + (r + 1)" + · · · 

with r = 2, 3, . . . . Then just as for r = 2, we see that the partial sums 
of the coefficients of ţr are bounded by r, whence ţr is analytic for 
Re(8) > O. Furthermore, by a similar argument as before, we get 

ţ(s) = 
1 1--

r•-1 

From the expression with ţ2, we see that the only possible poles (other 
than at 8 = 1) occur when 2"- 1 = 1, or equivalently, when 

8 = 27rin + 1 
log 2 

for some integer n. Using ţ3 , we see in the same way that the only such 
poles occur at 

= 27rim + 1 
8 log 3 · 

At any such pole we ha ve 3n = 2m, which shows m = n = O. This proves: 

Theorem 3. The zeta function ( ( s) is analytic for Re( s) > O except for a 
simple pole at s = 1, with residue 1. If 1> > O, the series ~)fn8 converges 
uniformly on compacts and absolutely in the region Re(s) ~ 1 + 1>. 

For applications to the L-series, we consider a special case of Theorem 2, 
in which the hypothesis is roade more precise. 

Theorem 4. Let {an} be a sequence of complex numbers, with partial sums 
An. Let O~ a1 ~ 1, and assume that there is a complex number p, and 
C > O such that for all n we ha ve 

or in other word8, An = np + O(n"1). Then the function 

defined by the Dirichlet 8eries for Re(s) > 1 has an analytic continuation 
to Re(8) > u 1 where it i8 analytic except for a simple poZe with residue p 
at s = 1. 

Proof. The proof is obtained by considering f( s) - p ţ( s), and applying 
Theorems 2 and 3 directly. 
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§2. Zetafunction of a number field 

WehaveforRe(s) > 1: 
1 

ţ(s) =II--, 
1 

p 1- --
p• 
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the product being taken over all prime numbers p. To see this, recall 
that if z is a complex number with lzl < 1, then log(l + z) is defined by 
the usual series. Thus the sum 

converges absolutely for Re(s) > 1, and the infinite product converges 
likewise. Expanding out the series for the log, and reordering the terms, 
we find that ţ(s) is given by the infinite product, using the unique fac­
torization of a positive integer into prime powers. Furthermore, we have 
the expression 

1 
log ţ(s) = L --' 

p,m mpms 

the sum being taken over all prime numbers p and all integers m ~ 1. 
Observe that the sum 

1 L: --
p.m~2 mpms 

converges uniformly and absolutely for Re(s) ~ ! + o, o > O. Hence 
only the sum 

1 L:--
p p• 

contributes to the singularity at s = 1. 
We use the notationf(s) ~ g(s) to mean that two functions which have 

a singularity at 1 differ by a function which is analytic at 1. With this 
notation, we have 

and 

1 
ţ(s) ~ --, 

s- 1 

1 1 log ţ(s) ~ L -- ~ log--· 
p p• s- 1 

N ext consider a number field k with [k: Q] = N. If p is a prime ideal 
of k and p IP, and if Np = p1 P where fp = deg p is the degree of the residue 
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class field extension, then we have 

Lf~ ~ N. 
~lp 

W e define the Dedekind zeta function 

1 
Sk(s) = II 1 

~ 1-­
Np• 

The sum of the logarithms of the terms yields formally 

1 
log sk(s) = L. -N · 

~.m m pm• 

For Re(s) = u > 1, this sum is dominated by 

N L.----;;;;;-- ~ N log ţ(u). 
p,mmp 

[VIII, §2] 

Consequently the sum for the logarithms of the terms of the infinite 
product for sk(s) converges absolutely and uniformly for u ~ 1 + 8, just 
like the case of SQ = ţ. We can then exponentiate and multiply out the 
product. We find the additive expression 

taken over all nonzero ideals a of k. Just as with (Q(s), we also find 

1 
log sk(s) ,.... L N · 

deg ~=1 p• 

So far, we have used only the analytic and very simple statements of 
§1. We shall use the somewhat more refined results of Chapter VI, §3, 
Theorem 3. For every ideal class Sl' of the ideal class group 1/P we define 

Then 

If we write 

1 
ţ(s, .R') = L -. 

aER Na• 

sk(s) = L ţ(s, Sl'). 
R 

ţ(s, m = L. :: ' 

then the partial sum An = a 1 + · · · +an is equal to j(.R', n), the number 
of ideals in Sl' with Na ~ n. Combining the result of Chapter VI, §3, 
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Theorem 3 and Theorem 4 of the preceding section, we find: 

Theorem 5. Let k be a number field, [k: Q] = N, and let $l1 be an ideal 
class. Then ţ(s, jl1) is analyticfor Re(s) > 1 - 1/N, exceptfor a simple 
pole at s = 1, with residue p, given by 

2r1(27rY2R 
p= . 

wVdk 

The same holds for tk(s), except that the residue is equal to hp, where h is 
the class number. 

Similarly, using the estimates for the number of ideals in a generalized 
ideal class, we obtain: 

Theorem Se. Let c be a cycle of k, and let $l1 be a class of I(c) mod P,. 
Then ţ(s, $l1) is analytic for Re(s) > 1 - 1/N, except for a simple pole 
at s = 1 with residue Pc given in Theorem 3, Chapter VI, §3, depending 
only on c but not on $l1. 

With a notation which will not be misleading because of the choice of 
letters, we can define 

1 
tk(s, c) = L --. 

(a,c>=l Na 

with the sum taken over those ideals prime to c. Then 

1 
tk(s, c) = II 1 ' 

~fc 1 __ 
Np• 

the product taken over those prime ideals p not dividing c. W e ha ve 

tk(s, c) = L: r<s, m, 
SI!EJ(c)/Pc 

and this yields immediately: 

Corollary. The function tk(s, c) is analytic for Re(s) > 1 - 1/N, 
except for a simple poZe at s = 1 with residue hcPc, where h, is the order of 
the group I(c)/Pc. 

The product for tk(s, c) differs from the product for tk(s) by only a 
finite number of factors, corresponding to those p[c. This yields a relation 
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between p and Pc, namely 

1 
hp = hcPc II 1 

Plt 1 __ _ 
Np 

[VIII, §3] 

Furthermore, this finite product does not affect the singularity of the 
logarithm at s = 1, and hence we get: 

Theorem 6. The equivalence ~ denoting the property of differing by a 
function analytic at s = 1, we have log (k(s) ~log (k(s, c) and 

log - 1- ~ log ţk(s) ~ L: _!__ ~ L: _!__ · 
S - 1 p Np• degP=l Np• 

§3. The L-series 

Let G be a finite abelian group. The character group â consists of all 
homomorphisms of G into the multiplicative group of roots of unity. If 
X is a character of G, then 

if X rf 1 
if X= 1. 

This is trivially seen: If X = 1, the statement is clear. If X ,e 1, then 
for some y E G we have x(y) rf 1. Then 

L: x(x) = L: x(yx) = x(y) L: x(x). 
xEG xEG xEG 

Our assertion follows. [W e note that the proof applies to a compact 
abelian group, the sum being replaced by an integral, and the Haar mea­
sure being normalized so that J.L(G) = 1.] 

W e shall apply this to the finite abelian group G = I / P of ideal classes 
in a number field k. More generally, we select a cycle c, and apply this to 
the finite group G(c) = I(c)/Pc of generalized ideal classes. For each 
character X of G(c), we have the value x(a) for any ideal a E I(c). We 
define the L-series 

1 
Lc(s, x) = II x(p) 

Plt 1 __ _ 
Np• 

It is clear that the infinite product converges absolutely and uniformly 
in the same manner as the product for the zeta function ţk(s), and that we 
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have for Re(s) > 1, 

THE L-SERIES 

" x(p)m 
log Lc(s, X) = ""-' Nnms • 

m,p{c m t' 
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As before, from the point of view of convergence to Re(s) > 1/2, we can 
do away with the terms having m ;::;;; 2, so that 

"x(p) 
log Lc(s, X) ,..., 7 Npa ' 

and this holds whether we sum over all p, or merely over all those p such 
that deg p = 1. We. also ha ve obviously the Dirichlet series representation 

" x(a) Lc(s, X) = L..J -N ' 
(n,C)=l as 

and immediately from the definitions, collecting terms, 

Lc(s, X) = L x(~)ţ(s, ~), 
sr 

taking the sum over the classes ~of I(c)/Pc. 
Using Theorem 3 of Chapter VI, §3, we can now prove one fact about 

the L-series Lc(s, x) which distinguishes it from the zeta function if X ~ 1. 

Theorem 7. The Dirichlet series for Lc(s, X) is convergent in the half 
plane Re(s) > 1 - 1/N if X ~ 1, and represents Lc(s, x), which is 
analytic in that half plane. 

Proof. By Theorem 3 loc. cit. we know that the number of ideals a in 
a given class ~ such that Na ~ n is equal to the same number Pcn, with 
an error term O(n 1- 1/N). Using the remark at the beginning of the section, 
concerning the sum of a non-trivial character over the elements of a finite 
abelian group, we conclude that the partial sum of the coefficients of the 
Dirichlet series satisfies the estimate 

We can therefore apply Theorem 4 of §1 (with p = Ol) to conclude the 
proof. 

W e shall apply the L-series to study the decomposition of primes in 
abelian extensions. In general, we recall that in a finite extension E /k, 
a prime p of k is said to split completely if there are exactly [E : k] distinct 
primes lj3 of E lying above p. For each such \.13, it follows that the extension 
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of the residue class field has degree f(~IP) = 1. We let SEtk be the set of 
primes of k which split completely in E. 

Let K/k be Galois, and let c bea cycle of k divisible by ali the ramified 
primes. (That's ali we are going to need for the rest of this section, but 
what matters is in fact that c is admissible in the sense of Chapter VII, 
§4.) Consider the intermediate group 

where m.(c) is the group of norms of fractional ideals of K, prime to c. 
For any p of k and ~IP in K, we have 

Nf~ = pl<'lll~>. 

Thus p splits completely in K if and only if pisa norm from K, and p is 
unramified. 

The factor group 

will be of fundamental importance in class field theory, and we shall use 
especially its order 

(called the norm index) in various technical steps in the proofs of the 
class field theory. Using what we already know about L-series, we can 
state and prove a basic result about this order. 

Universal Norm Index lnequality. Let c be divi8ible by the ramified 
prime8 of K/k. Then 

(I(c): Pcm.(c)) ~ [K: k]. 

In other word8, the norm index i8 at mo8t equal to the degree of the extension. 

Proof. Let H = Pcm.(c) and let h = (I(c) : H). Let X be a non-trivial 
character of the factor group l(c)/H. Then X may also be viewed as a 
character of /(c)/Pc. Let m(x) be the order of the zero of Lc(8, X) at 8 = 1. 
Then m(x) ~ O. (We shall see in a moment that m(x) = O.) Write 

Lc(8, X) = (8 - 1)m<x>g(87 X). 

Then 
1 log Lc(8, x) ...., m(X) log (8 - 1) = - m(x) log 8 _ 1 · 
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For Re(8) > 1 and any character X of I(c)/H, we can write 

1 
log Lc(8, X) ,... L x(sr) L Nn• · 

itEI(c)/H ~ESt " 

Take the sum over ali characters X of I(c)/H. We find 
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Consider only real values of 8 > 1, let 8--+ 1, and use the sign ~ to mean 
that the right-hand side is less than or equal to the left-hand side plus 
some constant, in a neighborhood of 1. For each pE SKtk there are exactly 
N = [K: k] primes ~of K lying above p. Thus we find: 

[ 1 - L m(x)] log 1 
1 ,... h L N1n• 

x*l 8 ~EH " 

>h L: -1 
,... ~ESK/k Np• 

> !!_ L: _1_ 
,... N deg'll=t N~· 

> h 1 
,... Nlog 8- 1 · 

From this we conclude that m(x) = O for ali x ~ 1, and the inequality 

h~N 

falls out at the same time. This concludes the proof. 

In view of Theorem 8, Chapter VII, §4 we can formulate our inequality 
for ideles and idele classes. 

Corollary. Let K/k bea Galoi8 exten8ion of degree N. Then 

and 

It will be a consequence of class field theory that in fact, the norm index 
is equal to the degree of the maxima! abelian subfield of K. 

Assuming results of class field theory, we shall indicate in the next 
section how the same argument which was used to prove our universal 
inequality can also be used to prove a more general density statement for 
primes in certain ideal class groups. Conversely, inserting the next section 
here also serves as motivation for the theorems of class field theory. In 
fact, historically, this is precisely how one was led to them. 
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§4. Density of primes in arithmetic progressions 
Let c be a cycle of k. The class field theory will show that given any 

intermediate group 

there exists an abelian extension K/k such that 

H = Pc'JL(c, K/k). 

In particular, this holds for Pc itself, and therefore the conclusion that 
m(X) = O holds for ali characters X ~ 1 of I(c)/Pc. We state this as a 
theorem. 

Theorem 8. Let c bea cycle of k, and let X be a character of l(c)/P" 
X ~ 1. Then 

Lc(l, X) ~ O. 

Using the same argument that we did to get our universal inequality, 
we now obtain a density statement. 

Corollary. Let hc = (l(c): Pc) and let st'o be a fixed ideal class of 
I(c) modulo Pc, in other u·ords an element of G(c) = l(c)/Pc. Then for 
s real, s > 1, s--+ 1, we have 

log - 1 - "' hc L ~ · s- 1 ~E.!l'o Np 

Proof. W e return to the relation 

1 
log Lc(s, X) "' L X(st') L Np• · 

.!l'EG(c) ~E.!l' 

Multiply the relation by x(st'0 1) and sum over ali X. We get 

The sum over x yields O unless st'st'01 is the unit class, and therefore 

1 1 
log --- "' hc L - ' 

S- 1 ~E.!l'o Np• 

as was tobe proved. 
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If M is a set of primes of k, it is convenient to speak of the limit 

L:-1 
1. uEM Np• 
Im 

s--->1+ l 1 og--
s- 1 

as the Dirichlet density of M (if it exists). The corollary of Theorem 8 
shows that an ideal class of I(c)/P, always has such a density, and that 
this density is precisely 1/h,. W e can view this as stating that the primes 
are equidistributed over the ideal classes. 

Example. Without any class field theory, we have proved an equi­
distribution statement in a special case which is already of interest. lndeed, 
let m > 1 be an integer, and let c = mv"'. Then the field Q(ţ m) = K 
obtained by adjoining a primitive m-th root of unity to Q has the property 
that P, is precisely its norm class group, as we already mentioned in 
Chapter VII, §4. Thus we find Dirichlet's theorem that there are infinitely 
many primes in an ordinary arithmetic progression as a special case of 
our corollary. W e also ha ve a Dirichlet density for these primes, namely 
1/<P(m), where <P is the Euler function. 

It is customary, following Artin, to view classes mod P, in an arbitrary 
number field to be generalizations of arithmetic progressions, whence the 
title of this section. 

Finally, we note that one can define another notion of density (in 
some sense, the usual one according to probabilistic practice), namely 
for any set of primes M, it is the limit 

Iim Number of pE M with Np ~ n 
n--->"' Number of p with Np ~ n 

if it exists. It is a simple exercise to show that if the ordinary density 
exists, then the Dirichlet density also exists and the two densities are 
equal. (The converse is not always true.) To prove that the ordinary 
density exists for our ideal classes requires additional arguments. For 
results without error terms, we shall carry out these arguments in 
Chapter XV. 

W e can obtain a characterization of Galois extensions by means of the 
set of primes splitting completely in the extension. Let S, T be sets of 
primes in k. W e shall write 

S-<T 
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if there exists a set of Z of primes of Dirichlet density O, contained in S, 
such that S - Z C T. Thus Sis contained in T except for a set of primes 
of density O. Observe that we can always take for Z the subset of those 
primes of S which have degree > 1 (over Q, i.e. the absolute degree). 

Let Kjk be a Galois extension and let SK!k be the set of primes of k 
which split completely in K. If L :J K is another Galois extension of k, 
then trivially, SL!k C SK!k· If 

then L = K. Indeed, SL!k has density 1/[L: k] and hence 

[L:k] ~ [K:k], 

soL= K. From this we get: 

Theorem 9. Let K/k be a Galois extension and E a finite extension of k. 
Then SK!k < SE!k if and only if E C K. 

Proof. A prime p of k splits completely in E if and only if it splits com­
pletely in the smallest Galois extension L of k containing E, because this 
condition is equivalent to every conjugate of E over k being contained in 
the completion kp. Hence we may assume without loss of generality that 
E = L is Galois over k. If L C K, then SK!k < SL!k so this direction is 
obvious. Conversely, assume that SK!k < SL!k· Then KL :J K and KL 
is Galois over k. But 

Hence 

and we can apply the remark preceding the theorem to conclude that 
KL = K, whence L C K, thus proving our theorem. 

We conclude this chapter by pointing out a non-abelian generalization 
of the density statements. W e assume that the reader knows the class 
field theory, and more specifically the Artin reciprocity law, which says 
that we have an isomorphism 

I(c)/H -=4 G, 

where H is a subgroup of ideals containing Pc, and G is the Galois group 
of an abelian extension K of k, class field to H. This isomorphism is given 
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on primes lJ by the Artin symbol 

p ~ (p, K/k), 

and is extended to all fractional ideals by multiplicativity. 
Given a Galois extension K/k with group G, and O' E G, we ask for the 

density of those primes lJ in k for which there exists 1.131\l in K such that 

O'= ($, K/k), 

i.e. O' is the Frobenius automorphism of 1.13 in K. The prime ll in k actually 
determines the conjugacy class of O' in G, since all the primes in K lying 
above lJ are conjugate. 

Theorem 10. (Tchebotarev). Let K/k be Galois tL'ith group G. Let 
O' E G. Let [K: k] = N, and let c be the number of elements in the con­
jugacy class of O' in G. Then those primes lJ of k which are unramified in 
K and for which there exists 1.131\l such that 

O'= ($, K/k) 

have a density, and this density is equal to c/N. 

Proof. The simple argument which follows is due to Deuring (M ath. 
Ann. 110, 1934). Let O' have order f. Let Z be the fixed field of 0'. Then 
K/Z is cyclic of degree f, and therefore a class field. If c is an admissible 
cycle for K/Z, then we have the Artin isomorphism 

l(c)/H ~ G(K/Z), 

where H is a subgroup of I(c) containing Pc. Let S be the set of primes 
lJ of k satisfying the condition of the theorem, and prime to c. Let Sx.~ 
be the set of 1.13 in K such that 1.131\l for lJ E S, and ($, K/k) = 0'. Let 1.J3Iq 
for q in Z. Then Sx.~ is in bijection with the set Sz of q in Z which lie in 
a given class mod H, and which divide lJ splitting completely in Z. How­
ever, the density depends only on those primes of degree 1 over Q. Hence 
Sz has density 1/f, by the density statement for abelian, or even cyclic 
extensions. On the other hand, for a fixed p, the number of 1.13 in K lying 
above lJ and such that 

is equal to 
O'= ($, K/k) 

CG~: 1) 
(G113: 1) ' 
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where Gu is the subgroup of elements of G commuting with u, and G<{l is 
the decomposition group of '13. Since (G: Gu) = c, we find that this num­
ber is equal to N /cf. The density of S is thus equal to 1/f divided by 
N /cf, which gives us c/N, and proves the theorem. 

For historical comments on the density theorem, cf. the introductory 
remarks to the next part. Let us add here only that when one has certain 
error terms in the density statements, Artin showed, using the formalism 
of the non-abelian L-series (which we discuss later), how to give the 
Tchebotarev density with similar error terms, formally using induced 
characters. W e refer the reader to the original pa per in Artin's collected 
works. For our purposes here, the simple argument of Deuring was suffi­
ciently appropriate. 

As an application of Tchebotarev density, we prove: 

Corollary. Let E be a finite extension of k. If all primes in k except a 
set of Dirichlet density zero split completely in E, then E = k. More 
generally, let f be an irreducible polynomial over k. If f has at least one 
root in kv for all primes p except for a set of Dirichlet density zero, then 
f has degree 1. 

Proof. Let a be a root of f and let E = k(a). Let K be the 
smallest Galois extension of k containing E. Let G = Gal(K/k) and 
H = Gal(K/E). The hypothesis onfimplies that for almost ali p, and a 
prime 'ţ\ in K above p, the conjugacy class of ('ţ\, Kjk) in G intersects 
H, and so G is the union of the conjugates of H. If H is a proper subgroup, 
this is impossible. [The number of conjugates of H is ~ ( G: H), and 

* (G) = * (H)(G: H), 

while all the conjugates of H have the unit element in common, so G 
cannot be covered by all the conjugates of H.] Hence H = G, E = K, and 
almost all primes of k split completely in K, contradicting Tchebotarev's 
theorem. 

§5. Faltings' .finiteness theorem 

In this section we give a beautifully simple finiteness result discovered 
by Faltings for use in his proof of the Mordell conjecture. We assume 
that the reader is acquainted with elementary facts about semisimple 
representations. We let l bea prime number, and we let V be a finite 
dimensional vector space over the Z-adic numbers Qt. Let F bea number 
field, GF = G(F/F) the Galois group of the algebraic closure over F (so 
GF is infinite), and let 

p: GF---+ Aut(V) 
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bea continuous homomorphism, also called a representation of GF in V, 
or an /-adie representation. The kernel of p is a closed normal subgroup, 
whose fixed field is a possibly infinite Galois extension K of F. To a prime 
p of F, as in the finite case, there is a prime ~ of F lying above p, and 
all such primes ~are conjugate by elements of GF. Also as in the finite 
case, we ha ve the decomposition group G'll consisting of all a E GF such 
that aP = P. We let Tp be the inertia group, consisting of all a E Gp such 
that a induces the identity on the residue class field extension. We say that 
p is unramified at P if T\P is contained in the kernel of p for some ~ above 
p. Then it follows that T\P is contained in the kernel of p for all ~IP because 
all the inertia groups of primes above p are conjugate. As in the finite case, 
if p is unramified at p we have a Frobenius element a\P for each ~Jp, and 
such elements are all conjugate. We let ap denote a\P for any ~Jp. 

Theorem 11 (Faltings). Let F be a number field and let d be a positive 
integer. Let S be a finite set of primes of F. For each prime p of F, and 
p ~ S, let Zv be a finite set of elements of Q1• Up to isomorphism, there 
exists only a finite number of semisimple representations of GF of dimen­
sion d over Q~> unramified outside S, and such that for p ~ S, the traces of 
Frobenius elements tr p(ar) lie in Zr. 

The proof of Theorem 11 is based on the following lemma. 

Lemma. Given a finite set S of primes of F, there exists a finite set S' of 
primes disioint from l and S, such that if p, p' are two semisimple l-adic 
representations of dimension d of GF, unramified outside S, and if 

tr p(ap) = tr p'(ap) 

then p is G risomorphic to p'. 

for all pE S', 

Proof. Since GF is compact, in the l-adic spaces V and V' of p and p', 
there exist l-adic lattices M in V and M' in V' which are Grstable. (An 
l-adic lattice is a free Z1-module of rank d.) Let R be the Z1-algebra 
generated by the image of GF in 

EndzJM) x EndzJM'). 

Then dimz,(R) ~ 8d2• We have a natural homomorphism 

GF---+ (R/lR)*' 

and * (RjlR) ~ zdimR. Hence the cardinality of RjlR is bounded. Further­
more, by Nakayama's lemma, representatives of R/lR generate R over 
Zt. and RjlR is itself generated over ZtflZ1 by the images of the elements 
of GF in (R/lR)*. The representation of GF in the finite group (RjlR)* is 
unramified outside S. By Hermite's theorem, there exists only a finite 
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number of extensions of a number field of bounded degree, unramified 
outside S. Thus in fact, there is a subgroup H which is closed and of 
finite index in GF such that for all representations p, p' as in the lemma, 
the kernel contains H, and we are actually representing the finite group 
GJH in (R/lR)*. Now by Tchebotarev's theorem, there exists a finite set 
S' of absolute values such that the Frobenius elements aP for pE S' have 
images which cover the image of GF in (R/lR)*. If 

for all pE S', 

then we obtain tr p(a) = tr p'(a) for all aER, whence p is Grisomorphic 
to p' since the representations are assumed semisimple. This proves the 
lemma. 

If we now apply the hypothesis that the traces of Frobenius elements 
are bounded, in the sense that they can take only a finite number of 
values for each v, then Theorem 11 follows directly from the lemma. 



PART TWO 

CLASS FIELD THEORY 



The fact that there exist relations between ideal class groups and 
abelian extensions of a number field was observed during the end of the 
nineteenth century. At first, only the fact that the primes in the unit 
class are precisely those which split completely in a suitable extension was 
taken to be the defining relation of a class field by Hilbert, who defined 
what is now called the Hilbert class field, namely the maximal unramified 
abelian extension, and conjectured its principal properties. He proved 
them in special cases, and general proofs were given by Furtwangler. 

W eber defined the generalized ideal classes, and proved the uniqueness 
of the class field corresponding to them, conjecturing the existence, and 
pointing out that the existence of infinitely many primes in a generalized 
ideal class would follow from the existence of the class field (precisely the 
method we have adopted in this book). 

Finally, in 1920, Takagi extended the Weber and Hilbert-Furtwangler 
theorems to the most general case, especially proving the existence theorem 
for abelian extensions corresponding to generalized ideal class groups, and 
showing that the Galois group of such an extension was isomorphic to the 
corresponding ideal class group. However, during all this period, both the 
splitting laws and the isomorphism were obtained essentially from the 
numerica! invariants, that is the numbers e, f for the splitting case, and 
the order of the ideal class group for the isomorphism. Since a cyclic group 
is determined (up to isomorphism) by its order, and since a finite abelian 
group is a product of cyclic groups, the isomorphism between the Galois 
group of an abelian extension K/k and the ideal class group I(c)/Pc".R(c) 
could be obtained just by counting, and a reduction to the cyclic case. 

On the other hand, Frobenius had associated a conjugacy class of 
elements in the Galois group of a Galois extension to a prime in the ground 
field, and conjectured that set of primes having a given conjugacy class 
has the obvious density. He could prove only a weaker result, corre­
sponding to a coarser decomposition of the group into larger classes. 
In 1923, Artin defined his non-abelian L-series, and conjectured that in 
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the abelian case, the isomorphism of class field theory was induced by the 
Frobenius automorphism 

p ~ (p, K/k). 

In 1926, Tchebotarev proved the Frobenius conjecture by using cyclo­
tomic fields, and Artin, recognizing the connection with his reciprocity 
law, succeeded in proving his conjecture in 1927, thus completing the basic 
statements of class field theory. (A more detailed history with references 
is given in Hasse's Bericht "0ber neuere Untersuchungen und Probleme der 
algebraischen Zahlkorper", reprinted by Physica-Verlag, Wurzburg, Wien, 
1965. See also Hasse's talk at the Brighton Conference, [CaF 68].) 

Thus in this period, from about 1880 to 1927, we see the class field theory 
developing from three themes: the decomposition of primes, abelian 
extensions, and ideal class groups. 

In 1936, Chevalley introduced the ideles in order to formulate the class 
field theory for infinite extensions. [Shortly afterwards, W eil introduced 
adeles, and gave his adelic proof of the Riemann-Roch theorem.] The 
ideles are very useful technically (among other things) because every 
generalized ideal class group is a homomorphic image of the idele class 
group J /k*. Thus expositions of class field theory making greater use of 
the ideles were given by Artin in seminars in the late forties. The treat­
ment which I give in this book follows roughly one of these seminars, 
with some exceptions: I have still made use of the generalized ideal class 
groups because when the Artin symbol is given for unramified p, these 
ideal groups occur naturally and I think it obscures matters deliberately 
to disregard them. More importantly, I have used the oldest proof for 
the universal norm inequality (W eber's proof) both because it is more 
natural than the "purely algebraic" proof of Chevalley (reproduced in 
Artin-Tate), and also because it motivates the whole approach to class 
field theory through the density of primes in arithmetic progressions, and 
the splitting laws. The proof of the reciprocity law is a simplification by 
Artin himself of his original 1927 proof. 

There is another approach to the class field theory, first started in the 
early thirties by Hasse, namely through the theory of simple algebras, 
centering around the fundamental theorem that a simple algebra over k 
splits over k if and only if it splits locally everywhere (Albert-Hasse­
Brauer-Noether). Hasse also shows how to associate invariants with a 
division algebra, and how the reciprocity law has a formulation in terms 
of the sum of the invariants being equal to O (M ath. A nn., 1932). Hoch­
schild in 1950 pointed out that one could express the class field theory 
only in terms of cohomology; the simple algebras were unnecessary if o ne 
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used only the 2-cocycle used to define them. At about this time, Weil 
also emphasized the cohomology, by discovering the fundamental 2-cocycle 
of idele classes. The Artin-Tate notes give a complete systematic treat­
ment from the point of view of cohomology. This approach, which shows 
that the second cohomology group of the idele classes (for the algebraic 
closure) is isomorphic to Q/Z, provides a good background for theories 
where this result is used to obtain pairings, e.g. some diophantine questions 
related to abelian varieties over p-adic fields or number fields as in the 
work of Tate. In this direction, the simple algebras do not appear. This 
second cohomology group is used as a receiver of character values. 

On the other hand, starting from the functional equation of the zeta 
function of a division algebra (obtained by Hey, unpublished thesis, 
Hamburg 1929, cf. Deuring's Algebren), Zorn showed how the fundamental 
theorem on simple algebras over number fields could easily be obtained 
as a coroUary, thus providing stiU another alternative approach to the 
class field theory (Hamburg Abh., 1933). After a slumber of thirty years, 
this approach has again become important because of the recent advances 
in the arithmetic theory of semisimple Lie groups, and it is the one selected 
by Weil in his Basic Number Theory. 

A fourth way of describing the class field theory, and in many ways the 
most exciting, originated with Kronecker, and consists in giving "natural" 
generators for class fields as values of transcendental functions, and 
obtaining an explicit reciprocity law in terms of them. As of now, this 
program (Kronecker's Jugendtraum) has succeeded only for a limited 
number of class fields, essentially those over totaUy imaginary quadratic 
extensions of totally real fields, in excess of the class fields over the totaUy 
real subfield. 

The analogy between number fields and function fields in one variable 
has been a prime source of motivation ever since the nineteenth century 
(passing through Hensel-Landsberg, Artin's thesis, etc.). Both Artin-Tate 
and W eil axiomatize the class field theory so that it applies as weU to the 
function fields over finite constant fields. However, ;mce the analogy has 
been understood, there are some reasons for giving alternative expositions 
for the two cases. First, certain aspects of number fields are stiU shrouded 
in mystery while the corresponding aspects of the function field case are 
cleared up. Thus a certain emphasis on the peculiarities of number fields 
is not out of place. Secondly, one can give an exposition of the class field 
theory in the function field case making use of the generalized J acobians 
of Rosenlicht, by a method which was new even in the simplest case of 
unramified extensions of elliptic function fields, independently of these 
generalized Jacobians. 1 did this in two articles (Annals of Math., 1956 
and Bulletin de la Societe Mathematique de France, 1956), as a by-product 



178 CLASS FIELD THEORY 

of showing how to formulate class field theoretic results for higher dimen­
sional varieties. The essential idea is to map the variety into a commuta­
tive algebraic group, obtain explicit coverings for the group defined over 
the finite field with q elements (e.g. the covering defined by the formula 
x ~----+ x<q> - x), verify trivially the reciprocity law for these coverings, and 
then pull them back to the variety. In the case of curves, Rosenlicht's 
universal mapping theorem for his generalized Jacobians gives a convenient 
family of mappings, cofinal with the family of all maps into all commu­
tative algebraic groups. The generalized Jacobians correspond to the 
generalized ideal class groups of Weber (history comes around full circle). 
In the "geometric case", this approach allows one to have a much clearer 
insight into the whole class field theory, since the existence theorem and 
the reciprocity law become obvious once the machinery of algebraic 
geometry is available. For these reasons, I have limited myself in the 
present book to an exposition of the class field theory over number fields. 
With only minor modifications, though, proofs are also seen to apply to 
the function field case. (Only exception: the existence theorem for 
p-extensions, p equal to the characteristic.) 

If there is one moral which deserves emphasis, however, it is that no 
one piece of insight which has been evolved since the beginning of the 
subject has ever been "superseded" by subsequent pieces of insight. They 
may have moved through various stages of fashionability, and various 
authors may have claimed to give so-called "modern" treatments. You 
should be warned that acquaintance with only one of the approaches will 
deprive you of techniques and understandings reflected by the other 
approaches, and you should not interpret my choosing one method as 
anything but a means of making easily available an exposition which had 
fallen out of fashion for twenty years. 

Note 

The first chapter of this part is quite technical. The reader is advised 
to read immediately the beginning of Chapter X, i.e. the description of the 
reciprocity law isomorphism, and the statements of the main results of 
class field theory in Chapter X, §2 and §3. 



CHAPTER IX 

Norm Index Computations 

§1. Algebraic preliminaries 

The Herbrand quotient 

W e begin by considerations of general abelian groups, which will be 
used both in the local and global case. W e recall the index relation 

(A :B) = (A1 :B1)(A1 :B1), 

if A ~Bare abelian groups, fis a homomorphism of A. This was already 
used in Chapter II, §3. 

Let f, g be homomorphisms of A into itself such that 

fog = gof= O. 

Then we define the Herbrand quotient 

if the indices in the numerator and denominator are finite. 

Lemma 1. lf B is a subgroup of A which is mapped into itself by f and 
g, so that f, g may be viewed also as endomorphisms of the factor group 
A/B, then 

Q(A) = Q(B)Q(A/B), 

in the sense that if two of the quotients are defined, so is the third and the 
relation holds. Furthermore, if A is finite, then 

Q(A) = 1. 

Proof. One may view the quotient Q as an Euler-Poincare character­
istic of a complex of length 2 (cf. my book Algebra, Chapter IV), and 
apply a general result, of an elementary nature, to deduce the multi­
plicativity property. We shall reproduce a sketch of the proof below in 
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our special case. First, we give a proof for the simpler case when B is of 
finite index in A. We have 

(A :B) = (A1 :B1)(A, :B1) = (A1 :B1) ~~~==:u? 

= (A1 · B1) (A 0 • B 0 ) (A,: A 0) 
. . (B,:B0 ) ' 

whence 

(A : B) (A1 : A 0 ) 

(AI:B!)(A 0 :B0 ) = (B1:bY). 

The left-hand side is symmetric in f and g, so that 

(A,: A 0 ) (A 0 : A1) 

(B, : B0 ) = (Bg : Bl) . 

This proves that Q(A) = Q(B). The reader can verifv for himself that 

all the steps were legitimate (i.e. under the assumption that Q(A) or Q(B) 
is finite, then we never divided by zero or infinity.) 

N ow for the general case. W e ha ve a sequence 

where C = A/B. We define 

and 

And similarly for B and C. We construct a diagram 

H o(A) ~ H 0 (C) 
/' '\. 6 

Ho(B) H1(B) 
~ ,/ 

H1(C) +--- H1(A) 

which is exact, i.e. such that the image of each arrow is the kernel of the 

next arrow. Going from B to A, and A toC, the arrows are simply the 

natural homomorphisms induced by the inclusion B ~ A and the canonica! 

map A~ A/B = C. The maps o are defined as follows. Let cEc, 
represent an element of H 0 (C). Then fc = O. There exists a E A such 

that c = ja, if j: A ~ C is the canonica! homomorphism. Then 

jfa = fja =O, 

so that fa E B, and in fact fa E B0 • It is immediate to verify that the 
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association 
c f-t class of fa mod B1 

is a well defined homomorphism, whose kernel contains C0 , and hence 
defines a homomorphism 

5:H0 (C) ~ H1(B). 

The map from H 1 (C) to H 0 (B) is defined similarly. It is a routine matter 
to prove that with these definitions, the hexagon is exact. 

If the quotient Q is defined for two out of three of A, B, C we see from 
the hexagon and the exactness that it must be defined for the third. Under 
this condition, we order our six groups in the diagram clockwise, starting 
say with H 0 (A), and denote them by Mi (i = 1, ... , 6 mod 6). Let ki 
be the order of the kernel of the arrow leaving Mi and let mi be the order 
of the image of the arrow arriving at Mi· Then 

Furthermore mi = ki by exactness. Hence 

Dividing suitably yields the relation Q(A) = Q(B)Q(C), thus provmg 
the multiplicativity of Q. 

W e shall next give the proof for the second statement, Q(A) = 1 if A 
is finite. We have the following lattice of subgroups: 

Under the map g we have an isomorphism A/ A 0 <=:< A o and similarly 
with f replacing g. Thus opposite slanting sides of the hexagon are equal. 
It follows that the vertical sides are also equal, thus proving what we 
want. (Equality here means that the corresponding factor groups have 
the same order. As an abuse of language, it is very much less obnoxious 
than the corresponding abuse in plane geometry ... ) 

The preceding lemma will be referred to as the Q-machine. It will 
be used in the following context. Let G be a cyclic group operating on an 
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abelian group A. Let u bea generator of G. Let 

!=1-u and g = 1 + u + ... + un-1 

where n is the order of G. Let A 0 be the subgroup A1_ .. , i.e. the subgroup 
of A consisting of those elements fixed by G. Note that 

1 +u+ · · · +un-l = Tra 

is a "trace" map, which in multiplicative notation would be denoted by 
a norm map. Thus our quotient in this case is 

Q(G, A) = Q(A) = (A 0 : TroA) 
(ATr: (1 - u)A) 

The numerator is the trace index (norm index in multiplicative notation). 
lf G operates with trivial action on Z ( or any infinite cyclic group, 

then we have 

1 Q(G, Z) = (G:1) 1 

i.e. the Herbrand quotient is equal to the order of G. This follows because 
za = Z, Tr(Z) = nZ (where n is the order of G), and ZTr = O. 

Let G be an arbitrary finite group operating on an abelian group A. 
We associate with (G, A) two abelian groups 

and 

where Ia is the ideal of the group ring Z[G] consisting of all Z-linear 
combinations of ( 1 - a) for a E G. It is an ideal, because for r E G we ha ve 

T - TU = T - 1 + 1 - TU. 

Thus Ia A by definition consists of the G-submodule generated by the 
elements a - ua, with a E A and u E G. lf G is cyclic, and u is a generator 
of G, then 

IaA = (1 - u)A, 

because 1 - ui = (1 - u)(1 + · · · + ui-1). 

In homological terminology, we see that the numerator and denominator 
of the Herbrand quotient are simply orders of cohomology groups, namely 
the orders of H 0 and H-1 respectively. 
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Semilocal representations 

W e shall now prove some lemmas which are useful in computing these 
orders in a situation which arises all the time. We consider a finite group 
G operating on the abelian group A. Assume that A is given as a direct 
sum of subgroups, 

and that G permutes these subgroups A; transitively. When that occurs, 
we say that the operation of G is sernilocal. Let G 1 be the decomposition 
group of A 1 (i.e. the subgroup of elements (f E G such that q A 1 = A 1). 

We call (G1 , A 1 ) its local component. Each element a EA can be written 
uniquely 

with a; E A;. Furthermore, let 

bea left coset decomposition of G. We can choose the indices i in such a 
way that a;A 1 =A;. In that case, each element a; EA; can be written 
as a;ai for a uniquely determined element ai E A 1• 

Lemma 2. The projection 1r: A -7 A 1 induces an isomorphism 

Proof. W e first observe that A G consists of all elements of the form 

N amely, it is clear that such an element is fixed under G. On the other 
hand, if 

8 

a= L (f;a~ 
i=l 

is fixed under G, then for a fixed index j we apply qj 1 and see that 
1 -1 1 • h A f 1 1 1 a; = (fi q;a; 1s t e rcomponent o qj a= a. Hence a; = a 1 for all j, 

thus proving our assertion. In particular, an element of A a is uniquely 
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determined by its first component, and thus the projection gives an 
isomorphism 

On the other hand, for a fixed j and a1 E A 1 we ha ve 

8 

Tra(cr;al) = L: cra1 = L: CTi Tra1(al). 
aEG i=l 

This shows that Tra(A) consists precisely of those elements of the form 

8 

L: eri Tra1(al), 
i=l 

Thus it is clear that A 0 /TroA ""' A 0 1 /Tra1 (A 1), and the lemma is proved. 

Lemma 3. There is an isomorphism (tobe described in the proof) 

Proof. Let 

Then 

8 

a= L: CTia~, 
i=l 

8 

Tra(a) = L: cr; Tra1 (a~ + · · · +a~). 
i=l 

Hence Tr0 (a) =O if and only if Tra1 (a~ +···+a~) =O. The map 

a ~---+ ai + · · · + a: 

is therefore a homomorphism 

;\: Ker Tra -+ Ker Trau 

which is obviously surjective (take a= a1 in Ker Tra1). We show that 
;\ maps IaA into J01A1. If crE G, then there is a permutation 7r of the 
indices i such that 

with some T r(i> E G1. Hence 
8 

;\(era- a) = L: (T".(i>a~- a~), 
i=l 

thus proving our assertion. To conclude the proof, it will suffice to show 
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that if X(a) =O then a E IaA. But if a~+···+ a~= O we can write 

8 

a= L: (uia~- a~), 
i=1 

and so a E IaA. This proves our lemma. 

Remark. The two lemmas are frequently used in case G1 = {1}, and 
in that case, we see that H 0 (G, A) = n-1(G, A) = O. This occurs in 
the case of the "regular" representation of G, of which the following is an 
important case. Let K/k be a Galois extension with group G. It is known 
from elementary algebra that there exists a normal hasis for K/k, i.e. a 
hasis consisting of elements {w .. } .. ea such that for any TE G we have 
-rw .. = wT... In that case, G permutes the !-dimensional k-spaces k · w .. 
transitively, and each decomposition group is trivial. Thus we get 

If K/k is cyclic, then we always have 

n-1(G, K*) = 1. 

This is nothing but Hilbert's Theorem 90. 

§2. Exponential and logarithm functions 

Let k be a l:J-adic field, and let 11 = 1 IP· The series 

x2 xa 
log(l + x) = x - - + - - · · · 2 3 

converges for all x E k such that lxl < 1. To see this, let 

Then 

ordp xn /n = n · ordp x - ordp n ~ n · ordp x - r, 

and the right-hand side tends to infinity with n. 
For sufficiently small x, we shall see that log(l + x) and x have the same 

order at p. Precisely, we shall prove that if n ~ 2 and 

e ordpx > --1 , 
p- or equivalently, lxl < p-1/<P-1> 
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then lxn/nl < lxl. Namely, we have 

logp lxn /ni - logp lxl = (n - 1) logp lxl - logp lnl 
n-1 < ---1 +r ~O. p-

[IX, §2] 

This shows that logp lxn/nl < logp lxl, whence lxn/nl < lxl. Hence for 
such x, we find that the series of log(1 + x) is dominated by its first term x 
(remember that the absolute value is non-archimedean!) so that 

1 ordp log(1 + x) = ordp x 

whenever ord~ x > e/(p - 1). 
The functional equation 

log( a(3) = log a + log (3 

holds whenever a and (3 are= 1 (mod p), and we define 

log a = log(1 - (1 - a)). 

Indeed, it is true as a formal power series relation, and the series involved 
converge. 

The series 
x2 xa 

exp x = 1 + x + - + - + · · · 2! 3! 

converges for all x such that ord~ x > e / (p - 1), that is in the same disc that 
the log series behaves well, and in that disc, we have the same type of relation 
as for the log, namely 

ord~ x = ord~(exp x - 1). 

In fact, for n ~ 2, and x in that disc, we ha ve again lxn /n!l < lxl. 
To prove this, we meet a slightly more difficult situation than for the 

log, because the factorials are more divisible and thus tend to zero more 
strongly than the mere n of the log series. W e write 

n = ao + alp + ... + arpr 

with rational integers ai satisfying O ~ ai ~ p - 1. Then 

[n/p] = a1 + a2p + · · · + arpr-l 

[n/p2] = a2 + ... + arpr-2 
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Hen ce 

ordp n! = a 1 + (p + 1)a2 + · · · + (pr-l + · · · + 1)a., 

and 

(p - 1) ordp n! = (p - 1)a1 + (p 2 - 1)a2 + · · · + (p• - 1)a. 
= n - (ao + · · · +a.). 

Consequently, we find for n G; 2, 

and also 

logp lxn /n!l = n · logp lxl - logp Jn!l 

< n[logp lxl + p 1 
1] 

logp lxn /n!l - logp lxl = (n - 1) logp lxl - logp ln!l 

187 

n-1 1 < - -- + -- [n - (ao + · · · +a.)] ~ O. p-1 p-1 

This shows both that xn /n! ~O as n ~ oo (for the p-adic topology), and 
also shows that for n G; 2, we have lxn /n!l < lxl, thus proving all our 
assertions. 

In the disc Jxl < p-ll<v-o, we conclude that 

exp log(1 + x) = 1 + x and log exp x = x. 

Namely, this is a formal power series identity, and ali the series converge. 
In particular, for small o > O, and this is ali that we shali need in the rest 
of class field theory, we see that o-neighborhoods of 1 and O are mapped 
isomorphically onto each other by the log and exp respectively. We shall 
not need the exact maximal domain in which this is true. 

§3. The local norm index 
Let k be a p-adic field. Let Kjk be a cyclic extension of degree N, with 

group G, and let (J' bea generator. Let uk be the group of units in k, and u K 
the group of units in K. W e let e be the ramification index and f the residue 
class degree as usual. 

The Galois group G operates on U K and K*. W e are interested in 
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or less precisely in the index (k*: N{fK*). We shall prove: 

Lemma 4. Hypotheses being as above, we have 

Q(G,K*) = (k*:NfK*) = [K:k], 

(Uk:NfUK) = e, Q(G, UK) = 1. 

Proof. We use the Q-machine. By Hilbert's Theorem 90 we know that 
H- 1(G, K*) = 1. Hence 

is our norm index. We have K*/UK""" Z (with trivial action, because 
luai = lai for all a E K*), whence 

[K: k] = Q(Z) = Q(K*)/Q(UK) 

provided that we can show that Q(U K) is defined. In fact, we shall prove 
that it is equal to 1. 

Let {wT} bea normal hasis of K over k. After multiplying the elements 
of this hasis by a high power of a prime element 7r in k, we can assume 
that they have small absolute value. Let 

M = L OWn 
TEG 

where o is the ring of integers in k. Then G acts on M semilocally, with 
trivial decomposition group. Furthermore, exp M = V is G-isomorphic to 
M (the inverse is given by the log), and Vis an open subgroup of the units, 
whence of finite index in U K· Therefore we find that 

1 = Q(V) = Q(UK) 

as desired. 
Finally, we note that 

Q(UK) = (Uk:NfUK), 
(H: U}c-rr) 

where H is the kernel of the norm in U K· Using Hilbert's Theorem 90 
again, together with the fact that luai = lai for all a E K*, we see that 
H = K* 1-rr. Hence the denominator of Q(U K) is given by 

(H:Uk-rr) = (K*I-rr:u}c-rr) = (K*l-rr:(k*UK)l-rr) 

(K* :lc*UK) 

(K~-rr: (k*U Kh-rr) 
e 

= (k* :k*) = e. 
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This shows that ( U k: Nf U K) = e, and concludes the proof of the lemma. 

Observe that we have recovered the result that if K/k is unramijied, then 
every unit in k is a norm of a unit in K, because e = 1. 

Remark. If k is the real or complex field, then the result of Lemma 4 
holds also, and the verification is trivial. We must interpret the "units" 
then to mean the whole multiplicative group of the field, and e = [K: k] 
is equal to 2 or 1. 

In the local class field theory, we shall see that the factor group k* /NfK* 
is isomorphic to G, and not only in the cyclic case but also in the abelian 
case. 

Finally, we remark that the divisibility 

(k*:Nf[K*)I[K:k] 

follows easily for an arbitrary abelian extension K/k. To see this, consider 
a tower 

Assume that the divisibility is proved for each step of the tower, namely 
K/E and Efk. We have 

k* ::> NfE* ::> Nf:K* 

because Nf = N: o Nf Therefore 

But 

divides 

Since the degree of an extension is multiplicative in towers, we see that 
if the norm index divisibility holds in each step of the tower, then it holds 
for Kjk. This reduces the divisibility to cyclic steps, in which case we 
apply Lemma 4. 

Similarly,for any abelian extension Kfk we have (Uk:Nf[UK)Ie so in 
particular 

Local class field theory will ultimately show that we have an equality in 
these index relations. 

W e may now formulate an application to number fields. 

Lemma 5. Let Kjk be a finite abelian extension of a number jield k. Then 
any admissible cycle c is divisible by all ramijied absolute values. 
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Proof. Let v be ramified. If v is archimedean, and w 1 v in K, then Kw 
is complex, kv is real and N wKw = R +, so v 1 c. Suppose v = Vp corresponds 
to a prime ideal p. Since K is a composite of cyclic extensions, it follows 
that p is ramified in some cyclic extension E, and by Lemma 4, we know 
that NwUEw =!= Uk,· Hence NwUw =/= Uv, whence vie. This proves the 
lemma. 

§4. A theorem on units 

W e turn to the global case, and throughout this section we let k be a number 
field. Then U k denotes the group of units in ko 

Under a log mapping, we can embed the units (modulo roots of unity) 
into a Euclidean space R 8 o If K/k is a Galois extension with group G, then 
one can define an operation of G on R• which makes this a G-embedding, 
in a natural way, and allows us to visualize the operation of G on the units 
somewhat more clearlyo This is done as followso 

Let S be a finite set of absolute values on k containing ali archimedean 
ones, and let SK be the set of absolute values w on K such that wlv for 
some v E So For each w E SK we select a symbol Xw, and let E• be the 
s-dimensional real space having {X w} as hasis, for w E S K o Thus s is the 
number of elements of SKo If u E G, we define 

and extend u to ali of E" by linearityo Then G operates on E"o 
By a lattice in E" we mean, as usual, a free abelian subgroup of rank s, 

such that a Z-basis for this subgroup is also an R-basis for E"o The next 
theorem is taken from Artin-Tateo 

Theorem 1. Let M be a lattice in E" which is invariant under G (ioeo 
uM C M for all u E G)o Then there exists a sublattice M' of finite index 
in M which is invariant under G, and has a Z-basis {Y w}, (w E SK), 
such that 

uY w = Yuwo 

Proof. W e take the sup norm on E" with respect to the coordinates 
relative to the hasis {X w} o Sin ce M is a lattice, there exists a number b 
such that for any X EE", there exists someZ E M such that 

IX- ZI< bo 

For each v E S, let ii be a fixed element of SK such that vlvo Take t real 
and large positive, and find some Z:;; E M such that 

ltX:;; - Z:vl < bo 
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For wlv, let 
Yw = L aZv. 

trV=w 

The sum is taken over all u E G such that uv = w. We contend that the 
family {Y w} is a hasis for a sublattice M' satisfying our requirements. 

First the action of G is the desired one, because for T E G, 

rYw = L TUZv = L pZv = YTw· 
a'V=W pV=TW 

The second sum is taken over those elements p E G such that pv = rw, 
making the transformation p = ru. This proves our first assertion. 

We must now show that the vectors {Y w} are linearly independent over 
R. Suppose that 

w 

with real Cw. If not all Cw = O, we may assume that lcwl ~ 1 for ali w, 
and also Cw = 1 for some w. Let 

Zv= tX;;+Bv 

with a vector Bii such that IB;;I < b. Then 

Y w = L uZ;; = t L Xu;; + B~ 
u'V=w o-V=w 

where IB~I ~ Nb, and N = order of G. Hence 

Yw = tmwXw + B~ 
if mw is the number of u E G such that uv = w. Thus we obtain 

O= L CwYw = t L CwmwXw + B', 
w w 

where IB'I ~ sNb. Looking at that w such that Cw = 1, we see that if t 
was selected sufficiently Iarge then we have a contradiction, thus proving 
our theorem. 

We observe that M' is G-isomorphic to the lattice having {Xw} as a 
hasis. W e can decompose M' into a direct sum 

M'= II liZYw 

and each subgroup 
vES wlv 

M~=liZYw 
wlv 
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is semilocal (i.e. G permutes the factors ZY w transitively), with decomposi­
tion group Gw for each w, acting trivially on the local component ZY w, 
which is Gw-isomorphic to Z itself. 

We can now apply the semilocal theory, and the Q-machine. 

Corollary 1. Let G be cyclic of order N. Then 

Q(G, M) = Q(G, M') = IT Nv, 
vES 

where Nv is the order of the decomposition group Gwfor any wlv. 

Proof. W e ha ve 

Q(G, M') = IT Q(G, M~) = II Q(Gv, ZY-v) 
vES vES 

and Q(Gw, Z) = N w, so that our corollary follows because (M: M') is 
finite. 

Corollary 2. Let Kjk be cyclic of order N and let Ks be the S-units in K. 
Then 

1 
Q(G, Ks) = N II Nv. 

vES 

Proof. The map 

L:Ks ~ E" 
given by 

L(f;) = L log lltillwXw, (w E Sx) 
wESK 

is a G-homomorphism of K s into E", whose image is a lat ti ce in a hyper­
plane of E", and whose kernel is finite. Let X 0 be the vector 

Then X 0 and L(Ks) generate a lattice M in E" to which we can apply 
Theorem 1. The Q-machine gives: 

Q(Ks) = Q(L(Ks)), 

and since ZX 0 is G-isomorphic to Z, 

Q(M') = Q(M) = Q(L(Ks))Q(Z). 

But Q(Z) = N. This proves our corollary. 
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§5. The global cyclic norm index 

In this section, we prove: 

lf K/k is cyclic of degree N, then 

Remark. The class field theory ultimately shows that the same relation 
holds if K/k is abelian. However, for an arbitrary finite extension E/k, 
the group k*NfJ E is equal to k*Nf J K where K is the maximal abelian 
subextension of E. Thus the fact that the index is equal to the degree in 
the abelian case is a non-trivial global fact, requiring some sort of global 
argument. 

Considering the lemmas proved in the preceding sections, the proof 
will not be hard. We know by the finiteness of the class number that there 
exists a finite set of absolute values S in K such that 

JK = K*JK,s = K*Js. 

W e always assume that S contains all the archimedean absolute values, 
and we enlarge S so that Sis invariant under G, i.e. if u E G and w E S 
then uw E S also. W e also enlarge S so that S contains all w which are 
ramified. 

We use the Q-machine, and find: 

Q(CK) = Q(J K!K*) = Q(K*J s/K*) = Q(J s/Ks) = Q(J s)/Q(Ks). 

We already know of course that Q(K8 ) is defined, and we have computed 
it in the preceding section. It is easy to see that Q(J 8 ) is also defined and 
to compute it. Let Sk be the set of absolute values v of k which are induced 
by elements of S = SK. We can write 

By Lemma 4 of §3, and the assumption that any v fl. Sk is unramified in 
K, we conclude that 

By the semilocal theory, and the fact that each factor 
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is G-invariant, we conclude that if V denotes the product 

then 

and hence Q(V) = 1. Therefore by the semilocal theory, and Lemma 4 
of §3, 

Q(J s) = II Q(Gw, K!) = II Nv, 
vESk vESk 

where Nv is the local degree [Kw: kv] for any w\v. Combining this with 
the value of Q(Ks) found in Corollary 2, §4 we see that 

But 

Q(CK) = (Ck: NffCK), 
h_l 

where h_ 1 is the order of H-1(G, CK). Hence (Ck: NfCK) is divisible by 
N. In view of the universal norm index inequality, we now conclude that 
equality must hold, thus proving what we wanted. 

Remark. Because of this equality, we also find as a by-product that 

See the next section for an application of this. 
As an application of our index result, we can prove: 

Let K/k be cyclic of degree > 1. Then infinitely many primes of k do 
not split completely in K. 

Proof. Suppose that all but a finite number of v in k split completely in 
K. Let S be a finite set of absolute values of k containing those which do 
not (i.e. for which Kw ~ kv if v ~ S). We shall prove that Jk = k*N{fJ K, 
which will be a contradiction. Let a E J k· By the approximation theorem, 
there exists some a E k* such that aa is very close to 1 at all v E S, and 
hence a local norm at all v E S. For v ~ S, aa is trivially a local norm since 
Kw = kv. Hence aa = N{f A for some idele A E J K· Hence 

Jk C k*N{fJK. 

This proves our assertion. 

This result will be used in the next chapter to show that the reciprocity 
law mapping is surjective. 
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§6. Applications 

This section will not be used in the rest of the book and may be omitted. 
It deals with cohomological applications of the results obtained so far. 
We assume that the reader is acquainted with a little bit of cohomology 
of groups, but nothing worse than H-1, H 0 , H 1, H 2 and the exact sequence 
connecting them. Let K/k be cyclic. Corresponding to the exact sequence 

we have an exact sequence 

whence the map on the right is injective. If the reader looks at the defini­
tions, he will see that this injection is nothing but 

Hasse's Theorem. Let K/k bea cyclic extension. lf an element a E k* 
is a local norm everywhere, then it is a global norm. 

Note. This is true in general only in the cyclic case. The variance from 
this precise relation in, say, abelian extensions, is determined by higher 
cohomology (3-cohomology, in fact). 

N ext, consider another piece of the exact sequence, 

Again, we have an injective map on the right. But H 2 is nothing but the 
Brauer group, and the injection is nothing but the fundamental theorem 
of Albert-Hasse-Brauer-N oether: 

A 2-cocycle (ar simple algebra) splits globally if and only if it splits locally 
everywhere. 

This last statement has seemingly been proved only in the cyclic case, 
but it is an easy technical matter to see that it holds for any Galois exten­
sion, i.e. that H 1 (G, Cx) = 1 if K/k is Galois. Our purpose is not to go 
into this part of theory here, so we let the reader look it up elsewhere 
(e.g. Artin-Tate). 



CHAPTER X 

The Artin Symbol, Reciprocity Law, 
and Class Field Theory 

§1. Formalism of the Artin symbol 
Let K/k be an abelian extension, and let p be a prime of k which is 

unramified in K. W e had seen in Chapter I, §5 that there exists a unique 
element u of the Galois group G, lying in the decomposition group G<p 
(for any ~IP, they all coincide in the abelian case) having the effect 

ua. = a.N" (mod ~), 

This element u depends only on p, is denoted by (p, K/k), and will be 
called the Artin symbol of pin G. 

We extend the map 

p f-+ (p, K/k) 

to the subgroup l(b) of fractional ideals prime to the discriminant b of 
K/k, by multiplicativity. In other words, if a is prime tob, and 

a= II p·~, 
then we define 

(a, K/k) = II (p, K/k)"~. 

We call again (a, K/k) the Artin symbol of a, and the map 

a f-+ (a, K/k) 
is a homomorphism 

w: l(b) ~ G(K/k), 

which will also be called the reciprocity law map, or the Artin map. 
Its kernel will be called the reciprocity law kernel, or Artin kernel a. 
The Artin symbol satisfies the following formal properties, which are 
immediate consequences of its definition. 

197 
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Al. Letu: K--+ uK be an isomorphism (not necessarily equal to the identity 
on k). Then 

(ua, uK/uk) = u(a, K/k)u- 1• 

Proof. Obvious. 

A2. Let K' ~ K ~ k be a bigger abelian extension. Then 

resK(a, K' /k) = (a, K/k). 

For this statement, any prime entering in the factorization of a must be 
unramified in K'. The statement is obvious for prime ideals, and thus 
follows for any a. It is called the consistency property. 

A3. Let K/k be abelian and let E /k be finite. Let lJ bea prime in k unrami­
fied in K and let q be a prime of E lying above p. Then 

resK(Q, KE/E) = (p, K/k)1 

where fis the residue class degree, f = [oE/Q: Ok/ll] = f(qJp). 

The lattice of fields is as follows: 

/KE~ 
K E 

""' / KnE 
1 

k 

For any x E oKEfO (where O is a prime of KE lying above q) and 
a= (q, KE/E) we have ax= xNq. But Nq = Npf. Thus our property 
is obvious. We also see another formulation, namely: 

A4. Let K, E be as above, and let b be afractional ideal of E such that if q 
occurs in the factorization of b, and qJp with lJ in k, then lJ is unramified 
in K. Then 

resK (b, KE/E) = (Nffb, K/k). 

In particular, if K ~ E ~ k, then 

(b, K/E) = (Nffb, K/k). 

The next property is neither trivial nor formal, and is a corollary of 
the cyclic norm index equality. 
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Theorem 1. Let Kjk be abelian. Then the reciprocity law map 
a~ (a, Kjk) is surJective, as a map of I(c) into the Galois group, for any 
cycle c (divisible by all the ramified primes). 

Proof. Let c be a fixed cycle of k, divisible by the ramified primes, and 
let H be the subgroup of G which is the image of the reciprocity law 
mapping. Let F be the fixed field of H. We must show that F = k. Any 
p E J(c) must split completely in F, otherwise (p, F jk) ~ 1, and (p, F /k) 
is the restriction of (p, Kjk), thus contradicting the fact that Fis the fixed 
field of H. Thus ali but a finite number of primes of k split completely in 
F. If F ~ k, then F contains a subfield F 0 which is cyclic over k, of 
degree > 1, and ali but a finite number of primes of k split completely in 
F 0 • This contradicts the result of Chapter IX, §5 (essentially, the global 
norm index equality), and proves our theorem. 

Our main task now is to prove that there exists some admissible cycle 
c divisible by ali the ramified primes such that Pc is contained in the 
kernel of the Artin map. Such c is called a conductor for the Artin map. 
This is the crux of the present approach to class field theory, and is a 
remarkable fact. Indeed, the Artin map is defined for each p (unramified) 
and extended formally to fractional ideals. There is a priori no connec­
tion between this definition and the definition of Pc (which is very global). 

Property A4 shows that the norm group of ideals is contained in the 
kernel of the Artin map, that is if 21 is a fractional ideal of K relatively 
prime to the ramified primes, then 

(Nf21, Kjk) = 1. 

Therefore if c is a conductor, then the group which we denoted by Pc'VL(c) 
is contained in the Artin kernel a. But we know the universal inequality 

(I(c):Pc'VL(c)) ~ [K:k] = (G:1). 

In view of Theorem 1, the surjectivity of the Artin map, it follows that 
Pc'VL(c) is the precise kernel, and we get an isomorphism 

w: J(c)/Pc'VL(c) ---7 G 

from the Artin map. This is the Artin reciprocity law. 

Example: Cyclotomic extensions. 

W e conci ude this section by our usual example of cyclotomic extensions, 
not only because of its special interest, but also because it will be used in 
the general proofs !ater. 
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Let m be an integer > 1. Let K = Q(ţ m) be the extension obtained by 
adjoining a primitive m-th root of unity to Q. Then only primes p dividing 
m ramify in K (cf. for instance Proposition 8, Chapter III, §2, together 
with the fact that ţ m is a root of xm - 1 = O). Let p be a prime number, 
pfm. Then the definitions show that ((p), Q(ţm)/Q) has the effect 

on ţ = ţ m· Hen ce if a is a positive rational number prime to m, and 
a = d (mod* m) for any positive integer d, then 

((a), Q(ţm)/Q): ţ ~ ţd. 

In particular, ((a), Q(ţm)/Q) = 1 if and only if a= 1 (mod* m). 

N ext, let k be any number field, and k c K c k( (m). There exists a cycle 
c of k divisible only by p 1 m and archimedean v such that if e< E k* and 

a = 1 (mod* c), 

then (a) is in the kernel of the Artin map, i.e. Pc is contained in a. 
Proof. This follows easily from the formal properties of the Artin 

symbol. By consistency, it suffices to prove our assertion when K = k(ţm). 
By the continuity of the local norms, there exists c such that if a E k* 
and a= 1 (mod* c), then Nta = 1 (mod* m) and is positive. At the 
archimedean absolute vilues, we simply impose the condition that a is 
totally positive. Then 

resQ<Iml ((a), K/k) = (N~(a), Q(ţm)/Q) = 1. 

The effect of an element of G (k(ţ m) /k) is determined by its effect on ţ m· 
This concludes the proof that the Artin map has a conductor in cyclotomic 
extensions, and that we can take this conductor divisible only by Plm or 
archimedean v. 

§2. Existence of a conductor for the Artin symbol 

W e shall need auxiliary cyclotomic fields, and to construct these, we 
need prime numbers satisfying certain properties. Artin's original proof 
for the existence of these prime numbers used fancy existence theorems. 
Van der W aerden observed that o ne could get them easily and in a very 
elementary manner, and the proofs of Lemmas 1 and 2 are due to him. 

Lemma 1. Let a, r be integers > 1. Let q be a prime number. Then there 
exists a prime number p such that a has order qr (mod p). 
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Proof. We consider the positive number 

Then 

aqr- 1 
T = -.--=-1 -­

aq -1 
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r-1 Let p be a prime dividing T. If p also divides aq - 1, then p = q. 
Otherwise, p serves our purposes. If q divides T then q also divides 
aq•-1 

- 1. If q > 2, then q- 1 > 1, and hence q2 does not divide T. 
r-1 But T > q, so that there exists a prime p ~ q dividing T and nota'~ - 1, 

which serves our purposes. Finally, if q = 2, then 

r-1 
T = (a2 - 1) + 2, 

and is not divisible by 22 so that again there exists pJT but p does not 
divide a 2·-1 

- 1, thus concluding the proof. 

Let r be an integer > 1. Integers a, b > O are said to be independent 
mod m if they generate cyclic groups in (Z/mZ)* which are independent, 
i.e. whose intersection is 1. 

Lemma 2. Let 

be a positive integer factorized into powers of primes q;. Let a be an 
integer > 1. There exists an integer 

m = P1 · · · p.p~ · · · p~, 

with distinct primes Pi, p~ such that a has order (mod m) divisible by n, 
and there exists a positive integer b whose order (mod m) is divisible by n, 
and such that a, b are independent mod m. The primes Pi, p~ can be chosen 
arbitrarily large, satisfying these conditions. 

Proof. By letting r ---+ oo, we see that in Lemma 1, we can find arbi­
trarily large primes p such that a has order (mod p) divisible by a fixed 
power of q. We therefore first find large distinct primes p 1, ••• , p. such 
that a has order qr/ (mod Pi) with a positive integer rt > ri. Next we find 
stiU larger primes p~, ... , p~, distinct from p 1, ••• , p. and from each 
other, such that a has order qii (mod PD with a positive integer r~ > rt. 
We let m = p 1 • • • p.p~ · · · p~. Then certainly a has order (mod m) 
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divisible by n. Let b be a positive integer such that 

b = a (mod P1 · · · p.) and b = 1 (mod pi · · · p~). 

Then b has order (mod m) divisible by n. Finally, suppose that 

a"b"' = 1 (mod m) 

with positive integers v, p,. Then a"= 1 (mod p~ · · · p~), whence 

, , 
q;• · · · q~· divides v. 

This implies that a"= 1 (mod p 1 • • • p.), and hence that a"= 1 (mod m). 
Therefore b"' = 1 (mod m), thereby finishing the proof of the lemma. 

'Ve interpret the lemma in terms of cyclotomic extensions. In an 
abelian group G, we say that two elements u, T are independent if they 
generate cyclic groups whose intersection is 1. 

Lemma 3. Let K be an abelian extension of the number field k, and let 
S be a finite set of prime numbers. Let n = [K: k]. Let p be a prime of 
k which is unramified in K. Then there exists an integer m relatively prime 
to the numbers in S and to p, such that: 

(i) The Artin symbol (p, k(ţm)/k) has order divisible by n. 

(ii) K n k(ţm) = k. 

(iii) There exists an automorphism T of k(ţm) over k, independent of 
(p, k(ţm)/k), and whose order is divisible by n. 

Pruof. W e apply Lemma 2 with a = Np. W e can take m divisible only 
by arbitrarily large primes, so that K n Q(ţ m) = Q and (ii) is satisfied. 
Let q = (p, k(ţm)/k). Then 

and (i) is sati,5fied. Finally select b as in Lemma 2, and detine T by 
rţ m = ţ~. Then (iii) is satisfied. This proves the lemma. 

Artin's Lemma. Let k bea number field, K a finite cyclic extension, and 
S a finite set of prime numbers. Let p be a prime of k unramified in K. 
Then there exists an integer m relatively prime to all numbers in S, and a 
finite extension E of k such that: 

(1) K nE= k. 

(2) K(ţ m) = E(ţ m) and K n k(ţ m) = k. 

(3) p splits completely in E. 
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Proof. The lattice of fields is as follows: 

E(ţ) = K(ţ) 

1 
KE 

/ -------E 
K/ / 

------------- k / 
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Choose m as in the preceding lemma and let ţ = ţ m· The Galois group of 
K(ţ) over k is the product of the group G of K over k and the group 
of k(ţ) over k. Let u be a generator of G. Let T be as in the preceding 
lemma, and let H be the subgroup of K(ţ) over k generated by u X T and 

(p, K/k) X (p, k(ţ)/k). 

This second condition guarantees that H contains (p, K(ţ)/k), and hence 
by definition, the decomposition group of p in K(ţ). If E is the fixed 
field of H, then p splits completely in E. Since a x rE H, condition (1) is 
satisfied. On the other,, hand, it is clear that the intersection of H and 
G x 1 is the identity. But G x 1 is the subgroup of K(O leaving k(O fixed. 
Hence k(OE = E(O must be ali of K((). This proves Artin's lemma. 

The lemma will be applied in a moment to a situation where we deal 
with a finite number of primes p~, ... , Prin k. For each Pi (i = 1, ... , r) 
we construct an auxiliary field Ei with a root of unity ţ m; as in the lemma, 
selecting successively the integers m 1, ..• , mr such that they are divisible 
by large primes, and are relatively prime to each other. Then 

K(ţm 11 ••• , ţm)/k has group G X G1 X··· X Gr, 

where Gi is the Galois group of Q(ţm)/Q. Each Ei is the fixed field of the 
group 

Hi X G1 X ···X â; X ···X Gr, 

where the roof means that Gi is omitted, and Hi is the subgroup of G X Gi 
generated by 

u X Ti and (Pi, K/k) X (Pi, k(ţmJ/k). 

As before, u is a fixed generator of G. 

Contention: The fielcl E = E 1 • • • Er (compositum of all E;) is such that 
K nE= k, ancl hence G(K/k) ""' G(KE/E). 
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Proof. The field E is the fixed field of the intersection of all groups 
G(KE/Ei), which contains 

(f X T1 X • · · X Tr. 

Furthermore, K is left fixed by 

1 X T1 X • • • X Tr. 

Hence K nE is left fixed by cr X 1 X · · · X 1, and is therefore equal to k, 
thus proving the contention. 

Theorem 2. Let K/k bea cyclic extension. Then there exists an admissible 
cycle c divisible only by ram1jied ţl in K such that the kernel of the Artin 
map in l(c) is equal to Pc'J'L(c). 

Proof. We shall prove that there exists c such that the kernel of the 
Artin map is contained in Pc'J'L(c), i.e. 

aC Pc'J'L(c) C l(c). 

By the cyclic norm index inequality, and Theorem 1, which implies 

(I(c): a) = [K: k], 

we then conclude that a= Pc:n(c). 
Let f be the smallest admissible cycle for K/k, and let a E l(f) be such 

that (a, K/k) = 1. We know that only ramified primes ţl can divide f. 
We have to prove that a E P 1:n(f). Factorize a into prime powers: 

r 

a= II P~'· 
i=l 

For each \li construct the auxiliary extension Ei by means of a root of 
unity ţ m, as described above, and form the compositum 

E = E1 · · · Er. 

We have the diagram: 
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By hypothesis, if we let u bea generator of G, and 

for some integer d; ;:;; O, then (a, K/k) = II ud; = u~d; = 1. Hence 

L d; = dn, 
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where n = [K: k], that is n divides I di. Selecta fractional ideal bE in E, 
prime to f, and to all integers mi, such that 

(bE, KE/E) = u. 

This can be done by Theorem 1. We identify here G(K/k) with G(KE/E). 
Let bk = NfbE. Then 

(bk, K/k) = u. 

We note that Pi•b;;a, is a norm from E;. This is true of a power of p; because 
p; splits completely in E;, and bk is a norm by the transitivity of the norm. 
Write 

with some ~i prime to f and all m;. Since (pi';b;;a;, K/k) = 1, it follows 
that (~;, KE;/E;) = 1. But KE;/E; is cyclotomic, and we can apply 
the theorem for cyclotomic extensions. We write 

for some Q3; prime to f and all m;, and {3; == 1 (mod* mcD for some cycle 
c: in E;, which we can select highly divisible by all primes dividing f, and 
archimedean absolute values. Taking the norm from E; to k, we get 

p'?bk"a; = (Nfi(3;)N{;(Nlj_E;Q3;), 

and Nfi{3; == 1 (mod* f). Taking the product over ali i shows that 
ab;;dn E Prm(f). But n = [K: k], so that b;;an is also a norm. Hence 
a E Prm(f), thereby concluding the proof of the theorem. 

Although the next result is a corollary of the cyclic result just proved, 
we state it as a theorem. It is the central theorem of class field theory. 

Theorem 3. Let K/k be an abelian extension. Let c be any admissible 
cycle for K/k. Then the Artin map 

l(c) ~ G(K/k) 
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has kernel equal to P,';JL(c), and thus induces an isomorphism 

Proof. Let f be the smallest admissible cycle for K/k. If c is divisible 
only by the same v that divide f, then we know from Theorem 7 of Chap­
ter VII, §4 that P 1';JL(f) = P,';JL(f). We express K/k as a compositum of 
cyclic extensions. For each such cyclic extension, we can find a conductor 
divisible only by v such that vlf, using Theorem 2. An element u E G(K/k) 
is equal to 1 if and only if its restriction to each cyclic extension is equal to 
1. Hence by Theorem 2, we can find some admissible c such that the kernel 
of the Artin map contains P,, and we know trivially that the kernel of the 
Artin map contains ';JL(f). Hence 

Pm(f) ca. 

As pointed out already, using the universal norm index inequality, we 
obtain a = P 1';JL(f). For an arbitrary admissible c, the result follows 
immediately, because 

We have proved the fundamental theorem of class field theory. 

W e shall formulate the result in terms of ideles in the next section, and 
prove the other theorems of class field theory, which are now mere 
corollaries. 

§3. Class fields 

Let K/k be an abelian extension. For any admissible cycle c, we have 
an isomorphism 

J /k*Nf J K ~ I(c)jP,';JL(c) 

described in Chapter VII, §4. This isomorphism allows us therefore to 
define the Artin map for ideles, and we get a map 

w:h ~ G(K/k), 

also denoted by 
a~ (a, K/k), 

which we may once more describe explicitly as follows. We select a E k* 
such that aa = 1 (mod* c). lf a is the associated ideal of aa, then 

(a, K/k) = (a, K/k). 
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This is weU defined. Observe that from our definition, we get 

(a, K/k) = 1 

for aU a E k*. Thus the Artin map on ideles may be viewed as defined 
on the idele classes, and yields an isomorphism 

If a is an idele, and av its v-component for v E M k, then we identify av 
with the idele whose v-component is av, and having component 1 at aU 
v' E Mk, v' ~ v. Thus we have the correspondence 

av ~ ( ... ' 1, 1, av, 1, 1, ... ) 

for avE k:. If a is an idele, then av is a unit for almost ali v. Let S be a 
finite set of absolute values on k containing the archimedean ones and all 
v which are ramified in K. Let S also contain those v at which av is not a 
unit. lf v fi. S, then av is a local norm, and hence the idele 

is in N{f J K· Hence (a8 , K/k) = 1, and 

(a, K/k) = II (av, K/k). 
vES 

Since (av, K/k) = 1 for aU but a finite number of v, we may summarize 
the preceding discussion in a theorem as follows. 

Theorem 4. Let K/k be abelian. The Artin map a~ (a, K/k) induces 
an isomorphism 

and for any idele a, we have 

(a, K/k) = II (av, K/k). 
vEMk 

Next we have formal properties of the symbol (a, K/k), similar to the 
symbol for ideals. 

Al. Let u : K ~ u K be an isomorphism ( not necessarily equal to the identity 
on k). Then 

(ua, uK/uk) = u(a, K/k)u- 1 . 
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A2. Let K' ~ K ~ k be a bigger abelian extension. Then 

resx (a, K' /k) = (a, K/k). 

A3. Let K/k be abelian and let E/k be finite. Let bEJ E· Then 

resx (b, KE/E) = (Nfb, K/k). 

These properties are immediate from the corresponding properties for the 
ideal map. 

If E/k is a finite extension, then NfJ E is an open subgroup of Jk. 
Indeed, if vis unramified in E, then every unit in kv is a local norm. Even 
if v is ramified, the group of local norms contains an open neighborhood 
of 1, which is of finite index in the group of units. Hence the group of 
local norms is open. Hence NfJ E is open. Thus the group k*NfJ E is 
an open subgroup of Jk, containing k*. There is a bijection between open 
subgroups of h containing k* and open subgroups of Ck = Jk!k*. If H 
is an open subgroup of J k containing k*, we say that H helongs to the 
abelian extension K/k if H = k*Nf J K· And similarly if H is an open 
subgroup of Ck, we say that it belongs to K/k if H = NfCx. We shall 
also say that K is the class field helonging to H. We also say that H 
is the class group belonging to K. 

If K is the class field belonging to H, and q: K ~ qK is an isomorphism 
(not necessarily identity on k), then it is clear from the basic definitions 
that qK is class field (over qk) to qH. 

Theorem 5. The map K ~----+ NfCx (resp. K ~----+ k*NfJx) establishes a 
bijection between finite abelian extensions of k and open subgroups of ck 
(resp. of Jk, containing k*). lf K belongs to Hand K' belongs to H', then 
K C K' if and only if H ~ H'. Furthermore, KK' belongs to H n H', and 
K n K' belongs to HH'. 

Proof. Suppose that H belongs to K and H' belongs to K'. The kernel 
of the Artin map 

Ck ~ G(KK'/k) 

is H n H', because of the consistency property A2. Hence H n H' belongs 
to KK'. If K C K', it follows from the transitivity of the norm that 
H ~ H'. Conversely, if H ~ H', then H n H' = H', and 

(Ck: H') = [K': k] = [KK': k]. 

Since k c K' c KK', we conclude that KK' = K', whence K C K'. This 
proves our theorem, except for the fact that every open subgroup of Ck 
belongs to an abelian extension. This will be proved in the next chapter. 
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Corollary 1. Let K/k be class field to Hand let H 1 :) H. Then H 1 has a 
class field, which is the fixed field of (H 11 K/k). 

Proof. Let K 1 be the fixed field of (H 1, K/k). By the consistency prop­
erty of the Artin map, we see at once that H 1 is the kernel of the map 
Ck ...-. G(Kdk), so K 1 is the class field belonging to H1. 

Corollary 2. Let K/k be an abelian extension and let c be a cycle of k, 
admissible for Kjk. Let Wc be the neighborhood of 1 in J k defined in 
Chapter VII, §4. lf k*Wc belongs to the class field Kc/k, then K C Kc. 

Proof. Let H belong to K. As we saw in Chapter VII, §4, we have the 
inclusion H :) k*Wc. Hence our assertion is now obvious. 

The class field to k*Wc (whose existence will be proved in general in the 
next chapter) is called a ray class field (Strahl Klassenkorper). 

Example. Let K = Q(ţm). We shall prove that K is the ray class field 
to the cycle mvoo, thus belonging to Q*W mvoo· 

Proof. We first consider the case when m = p• is a prime power. Let 
u be a local unit at p, i.e. u E U p· We identify u with the idele 

u = ( ... ' 1, u, 1, ... ) 

having component 1 at all v ~ vp, and component u at p. Let c = p"voo 
be an admissible cycle for K/Q, with fJ. ~ v. Let abea positive integer 
such that 

au= 1 (mod p"). 
Then 

au= ( ... ,a, a, au, a, a, ... ) 

is an idele such that 

au= 1 (mod* p"voo). 
If 

then from the definition of the Artin map for ideles, we find that 

However, ţa depends only on the residue class of a (mod p"). We conclude 
that if u E Up and u = 1 (mod p"), then 
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This implies that if m = p", and Hm is the class group belonging to Q(tm), 
then 

For an arbitrary unit u in U P> we can write symbolically 

exponentiation by u-1 meaning exponentiation by any positive integer a 
such that au= 1 (mod p"). 

For composite m, we see at once that W mv"" C H m, using the multi­
plicativity of the Artin symbol for ideles. However, we have an isomor­
phism J IQ*W mvoo ~ (Z/mZ)* under the ideal map, as in Chapter VII, 
§4, and thus the index relation 

(J:Q*WmvJ = [Q(tm) :Q) = (J:Hm). 

Hen ce 
Q*Wmv00 = Hm, 

thus proving our assertion. 

Corollary 3. Let K/Q be an abelian extension of the rationals. Then K 
is cyclotomic, i.e. there exists a root of unity t such that K C Q(t). 

Proof. Let mv"" be an admissible cycle for K/Q, and let H be the class 
group of K. Then 

Hm = Q*Wmv00 C H, 

whence K C Q(t m) by Theorem 5. 

Corollary 3 is known as Kronecker's theorem. According to some 
critical modern appraisals, Kronecker stated the theorem, but the first 
complete proof seems to have been given by Weber. For a proof depend­
ing on higher ramification theory, but not on class field theory, cf. Speiser, 
J. Reine Angew. Math., 1919. See also Neumann, J. Reine Angew. Math., 
323, 1981, pp. 105-126 for a discussion of Kronecker's and Weber's proofs. 

Theorem 6. Let Kjk be the class field of H, and let E/k be finite. Then 
KE / E is the class field of Ni1i(H). 

Proof. The kernel of the Artin map 

Ce~ G(KE/E) 

is precisely equal to Ni;i(H) because for b E CE we ha ve 

fCSK (b, KE/E) = (Nfb, K/k), 
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and an automorphism of KE/E is determined by its effect on K. This 
proves our theorem. 

To prove the next theorem, we shali use the fact that given an open sub­
group H of J k containing k*, there exists an abelian extension K/k such 
that H = k*N{f J K· This is the existence theorem which wili be proved 
in the next chapter. 

Theorem 7. Let E /k be a finite extension, and let H = NfC E· Then H 
belongs to the maximal abelian subextension of E. 

Proof. Let K/k be the class field belonging to H. For any b E CE we 
have Nfb E H, and hence 

1 = (Nfb, K/k) = resK (b, KE/E). 

Hence KE is the class field to ali of CE, whence KE = E and K CE. 
It is then clear that K is maximal abelian in E, thus proving the theorem. 

Corollary. We have [E: k] = (Ck: NfC E) if and only if E/k is abelian. 

Proof. Clear. 

From the consistency property, we can define the Artin map for infinite 
abelian extensions. Let A be the maximal abelian extension of k (i.e. 
compositum of ali finite abelian extensions). Given a E Ck we define an 
automorphism (a, k) on A to be (a, K/k) on each subextension K of A, 
finite over k. The consistency property shows that this is weli defined, 
and from the definition of the (Kruli) topology on G(A/k), which is a 
compact totaliy disconnected group, we obtain a continuous map 

Ck ~ G(A/k). 

This map, which we again call the Artin map, has an image which is 
everywhere dense in G(A/k), because of the surjectivity in finite exten­
swns. 'Ve can write Ck as a product 

both algebraicaliy and topologically, and the positive reals R+ are in­
finitely divisible (i.e. every element is an n-th power for alin). Hence our 
infinite Artin map is given by its restriction to C~, which is compact 
(Theorem 4, Chapter VII, §3). Since the continuous image of a compact 
set is compact, it foliows that the Artin map is surjective, i.e. maps C2 
onto G(A/k). 
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· Similarly, if K is any infinite abelian extension, we obtain a continuous 
surjective homomorphism 

WK;k :Ck---+ G(K/k). 

An open subgroup H of Ck is of finite index, and hence closed (it is the 
complement of the union of a finite number of cosets). The kernel of 
wx;k is the intersection 

Hx = n Hp 
FCK 

of all groups H F belonging to finite subextensions F of K. Actually, it is 
better to look at wx;k as defined on C2, because of the compactness. We 
can then write the kernel of wx;k in C2 as the intersection 

H~ = n H~, 
FCK 

where H~ = Hp n q, and H~ is open, of finite index in q. This kernel 
is then compact, and we ha ve an algebraic and topologica! isomorphism 

C2/H~ """ G(K/k). 

We then obtain a bijection between closed subgroups of Ck containing 
HA and (possibly infinite) abelian extensions of k, given by 

In the other direction, if H is a closed subgroup of ck containing HA, 
then its class field K is the fixed field of (H, A/k) = (H, k). As in the 
finite case, the association K f---+ H K reverses inclusion relations. W e call 
K the class field to H K as before. The group HA will be called the group 
of universal norms. It is the intersection in Ck of all the norm groups 
from finite extensions (or finite abelian extensions, same thing). Using 
the existence theorem, we shall prove a structure theorem for it later 
(Theorem 6, in Chapter 11, §6). 



CHAPTER XI 

The Existence Theorem and 
Local Class Field Theory 

§1. Reduction to Kummer extensions 
W e must prove that any open subgroup H of J k containing k* belongs 

to some abelian e~tension. Thus at some point, we have to start exhibiting 
abelian extensions of k. There are not that many ways of doing this. 
One general way is to make cyclotomic extensions, and when the n-th 
roots of unity are in k, to make Kummer extensions, i.e. adjoining n-th 
roots of elements of k. W e shall prove the existence theorem by this 
method. Deeper methods involving the values of certain transcendental 
functions are more significant, but lead into directions which require a 
whole book to themselves. W e first start with the reduction lemma. 

Lemma. Let F /k be a cyclic extension, and let H be an open subgroup 
of h containing k*. Let H F = NF;},(H). Ij H F has a class field (over F) 
then so does H ( over k). 

Proof. Let K/F be the class field of H F· We shall prove that 
K is Galois over k. Let K' be the smallest Galois extension of K' 
k containing K. Let u be an automorphism of K' over k. Then 1 

uH F = H F· But uK is class field to uH F· Hence uK = K K 
and K is Galois over k, so K = K'. We shall actually prove 1 

that K is abelian over k. Let u be an automorphism of K F 
over k whose restriction to F generates G(F/k). Let T be any 1 

automorphism of K/F. It will suffice to prove that u corn- k 
mutes with T. Let bEJ F be such that 

T = (b, K/F). 
Then 

uru- 1 = (ub, uK/uF) = (ub, K/F). 

However, N[(ub/b) = 1, so that ub/b E H F· Hence 

(ub, K/F) = (b, K/F), 

213 
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and am- 1 = T, thus proving that K/k is abelian. Since k* Nf!J K c H, and 
by Corollary 1 of Theorem 5, Chapter X, §3, we conclude that H has a 
class field. This proves the lemma. 

The lemma will be applied in the following situation. An abelian exten­
sion K/k is said to have exponent n if un = 1 for all u E: G(K/k). We 
make the same definition for an abelian group A (say multiplicative), 
and say that A has exponent n if an = 1 for all a E: A. Let H be an open 
subgroup of h containing k*, such that h/H has exponent n. We want 
to prove that there exists a class field to H. Let F = k(tn) be the field 
obtained from k by adjoining a primitive n-th root of unity tn. We can 
construct a cyclic tower 

k C F1 C F2 C · · · C Fr = F 

such that each Fi+dFi is cyclic. Let H F = NP:11(H), and similarly 
Hi = N"Fjk(H). If we can prove that H F has a class field, then we come 
down stepwise in the tower applying the lemma, to conclude that H has 
a class field. When J k! H has exponent n, this reduces the existence theo­
rem to the case when k contains the n-th roots of unity. 

VVe now recall some easy facts about abelian extensions of k, of exponent 
n, when ţ n lies in k. Such extensions correspond to subgroups of k* con­
taining k*n as follows. 

Let k* ::::> D ::::> k*n, and assume (D: k*n) finite for simplicity. Let 

be the field obtained from le by adjoining all n-th roots of elements of D. 
If a 1, ... , am are representatives inD of the factor group D/k*n, then we 
clearly have 

K le( 1/n 1/n) 
D = a1 , ... , am , 

so that Kn is finite. It is trivial to verify that Kn is abelian over k, of 
exponent n. 

Conversely, let K/lc be abelian of exponent n. Then K is a composite 
of cyclic extensions, and each cyclic extension can be written in the form 
k(a 11n) for some a E: k, using Hilbert's Theorem 90, Lagrange resolvants, 
or whatnot. (Cf. books on Algebra, e.g. mine.) Thus K = Kn for some D. 

There is a duality between G(K/k) and D/k*n as follows. Let K = Kn. 
For each u E: G(K/k) = G, and each a E: D, select A E: K such that 
An = a. Then u A/ A is independent of the choice of A, and is an n-th 
root of unity, which we denote by (u, a). The map 

G X D --t C* 
given by 

(u, a) ~ (u, a) = u A/ A 
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is then trivially verified to be bimultiplicative, i.e. a pairing. It is clear 
that this pairing depends only on the class of a modulo k*n, and thus 
induces a pairing 

G X D/k*n----+ C*. 

We contend that the orthogonal subgroup to G in D is precisely k*n, 
and that the orthogonal subgroup to D in G is 1. Proof: Let a E D be 
orthogonal to all u E G. Then u A/ A = 1 for all u E G, whence a 11n E k. 
Hence a E k*n. On the other side, suppose that u E G is orthogonal to all 
of D. For any a E D and A such that An= a we haveuA = A. Henceu 
leaves fixed a set of generators for Kn over k, and hence u = 1. This 
proves our assertion, and we conclude that the pairing 

G X D/k*n ----+ C* 

induces an isomorphism of each one of the groups G, D/k*n with the dual 
group of the other. In particular, we find: 

[Kn: k] = (D: k*n). 

The facts which we have just summarized are referred to as Kummer 
theory. The field Kn is called the Kummer field belonging to D. Note 
that the Kummer theory establishes a duality between the Galois group 
and a certain group associated with the ground field, whereas the class 
field theory establishes an isomorphism, depending on a much more subtle 
construction, through the Artin symbol. 

§2. Proof of the existence theorem 
Existence Theorem. Let H be an open subgroup of Jk containing k*. 
Then there exists a class jield to H. 

Proof. As mentioned in the preceeding section, we are reduced to the 
case when JkfH has exponent n, and k contains all n-th roots of unity, 
which we assume from now on. Without loss of generality, n > 2. 

Theorem 1. Let S be a finite set of absolute values of k containing all the 
archimedean ones, all p such that p\n, and enough absolute values such that 
Jk = k*J s. Let 

Then k*B has a class jield K, which is equal to k(k§fn), i.e. is obtained by 
adjoining to k all n-th roots of S-units. lf s is the number of elements 
of S, then [K: k] = n8 • Finally, k* n B = k8. 
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Proof. Let K = k(k~1n). Observe that ks n k*n = ks (trivially), and 
that we have an isomorphism 

ksk*n/k*n ~ ks/(ks n k *n) = ks/k'S. 

Thus K is the Kummer field belonging to ksk*n. Since ks modulo roots 
of unity is a free abelian group on s- 1 generators (where s = number of 
elements of 8), we conclude that 

(ks: ks) = n" = [K:k]. 1 

Note that K/k is unramified outside S by the usual criterion. Namely, 
K is obtained by adjoining roots of equations 

f(X) = xn - a = O, 

with a E ks. If A is a root, then f'(A) is divisible only by primes of S. 
We shall prove that k*B = k*NfJK. First we prove the inclusion 

k*B C k*NfJK. 

Since K/k has exponent n, any element of k~n for vE S (viewed as idele 
with component 1 outside v) is in the kernel of the Artin map, and hence 
contained in k* Nf J K. (This could also be proved in a very elementary 
way, using the approximation theorem.) An element of 

is contained in Nf J K because for v fl S, every local unit is a local norm. 
This proves the first inclusion. 

Conversely, it will suffice to prove that (Jk: k*B) = n•. Let 
kB = k* n B. We have: 

(Jk: k*B) = (k*J s: k*B) 

_ (J s: B) 
- (J s n le* : B n le*) 

IT (k~:ktn) 
vES 

(ks: kB) - (les: kB) 

(We used the index computed in Chapter II, §3, and the product formula.) 
There remains tobe proved that kB = k8. It is clear that kB :J k8. Con­
versely, let a E kB. Then a is a local n-th power at all vE S, so that v 
splits completely in k(a 1'n) for all v E S. Furthermore, if v fl S, then v 
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is unramified in k(a 1fn). Let K' = k(a 1fn). Then J s C Nf'J K', whence 

J = k*J s c k*N{!-'J K'· 

Class field theory shows that K' = k, aud hence a E k'S. This concludes 
the proof of Theorem 1. 

The existence theorem is now only a coroliary of Theorem 1. Given an 
open subgroup H of h, containing k*, such that J /H has exponent n, 
aud assuming that the n-th roots of unity are in k, we find a set Sas in the 
theorem, aud enlarge S still further, to contain ali those v such that Uv 
is not contained in H. Then B C H, and since k* B has a class field, we con­
clude by Corollary 1 of Theorem 5 in the preceding chapter that H has a 
class field. 

Remark. W e shali see !ater that v is unramified in an abelian extension 
F /k if aud only if Uv is contained in the group H to which F belongs. 
From this, we see that in Theorem 1, the class field to k*B is the maxima! 
abelian extension of exponent n, unramified outside S, because if F /k is 
abelian, of exponent n, unramified outside S, and class field to H, then 
B C H whence F C K, where K is class field to k*B, as in the theorem. 

§3. The complete splitting theorem 

The decomposition of a given absolute value v in an abelian extension 
K/k is reflected already in the group H to which K belongs. 

Theorem 2. Let K/k be class jield to H. Let v be an absolute value on k. 
Then v splits completely in K ij and only ij k: C H. 

Prooj. If v splits completely, then k: C H because every element of k: 
is a local norm. We shali prove the converse. In this section, we prove it 
only when Jk!H has exponent n, and the n-th roots of unity are contained 
in k. W e shali complete the proof in the next section. 

Let therefore v0 bea fixed absolute value on k such that k: C H, aud 
o 

let S be a finite set of absolute values containing v0 , satisfying the condi-
tions of Theorem 1, that is containing ali archimedean v, all p!n, and enough 
v such that J = k*J s. Assume also that S contains all v which are rami­
fied in K. Let: 

B 1 = k~0 X II ktn X II U v 
vES vf?S 
v"<v0 

B 2 = kt; X II kt X II u V• 

vES vf?S 
v"<v0 
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Then B 1 n B 2 = B, where B is the group mentioned in Theorem 1. 
Also B 1 C H. W e shall construct the class field K 1 to k* B 1, and we shall 
see that v0 splits completely in this class field. It then follows that v0 

splits completely in K, because K c K 1. 
Let D1 = k* n B1 and D2 = k* n B2. Then 

by what we proved in §2. Hence D1 n k*n = k~, and similarly, 

Let K 1 = k(D~fn) and K 2 = k(D~fn). (The reversal of indices is not 
accidental.) Then by Kummer theory, 

and similarly, reversing 1 and 2. 

Let K 1 and K 2 be class fields to H 1 and H 2 respectively. Then K 1, 

K 2 are unramified outside S, and if v E S, v rf v0 then v splits completely 
in K 2 , while v0 splits completely in K 1. Hence 

and 

Therefore we obtain inequalities: 

[K1 :k] ~ (J:k*Bt) = (k*Js:k*Bt) 

(Js:Bt) 

Similarly, we find 

(ks: k* n B 1) 

II (kt: ktn) 
vES 

_v=F'---v--"0---- (k* n B 1 : ks) 
(ks: ks) 

II (kt: ktn) 
vES 
v=F_,vo:___ ___ [K2 : k]. 

n• 

(k* · k*n) 
[K2 :k] ~ (J :k*B2) = ~~. vo [Kt :k]. 
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Multiplying on the right and on the left, we get 

Hence equality must hold everywhere in what precedes. In particular, 
we find that k* B 1 = H 1 . W e know by construction that v0 splits com­
pletely in K 11 and thus finally, we conclude that v0 splits completely in 
K, thus proving what we wanted in the Kummer case. 

Remark 1. The technique used here (due to Herbrand) can also be used 
to give the "algebraic proof" of the universal norm index inequality, as 
was done by Chevalley. Cf. Artin-Tate. 

Remark 2. It did not really matter that we selected one v0 from S. 
We could split S into two disjoint sets 8 1 and 8 2 , and argue in a similar 
way. For the present application, however, what we needed was just for 
the study of a single v0 . 

§4. Local class .field theory and the 
ramification theorem 

In this section, we conclude the proof of the complete splitting theorem, 
and derive local class field theory, describing the effect of the Artin map 
on the local component ki for a fixed v. 

Theorem 3. Let K/k be abelian. The Artin map restricted to ki, namely 

a~ (a, Kjk), 

maps ki into the decomposition group Gv (= Gw for any wiv), has kernel 
NwK!, and induces an isomorphism 

where N w is the local norm from Kw to kv. 

Proof. W e know that the group of local norms is contained in the kernel, 
since it lies in N{f J K· Hence our theorem follows from the local norm 
index inequality, Chapter IX, §3, once we have proved that the image of 
k: is contained in the decomposition group Gv, and is equal to the whole 
decomposition group (this being the local analogue to the global sur­
jectivity theorem of the Artin map). 

Let Z be the fixed field of Gv. Then v splits completely in Z, and hence 
ki C NfJ z. If a E ki, then a= Nfb for some local idele b E Zw, so that 

(a, K/k) = (b, K/Z), 
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whence (a, K/k) lies in G". This proves that the image of k: under the 
Artin map is contained inG". 

Next we prove that the map is surjective. Without loss of generality, 
we may assume that k = Z. Let S = (k:, K/k) be the image of k: and 
let E be the fixed field of S. If E ~ k, then E contains a subfield F which 
is cyclic over k, of prime degree p. Let k' = k(ţ p) where 
ţ P is a primitive p-th root of unity, and let 

F' = Fk' = F(ţp). 
Let v' be an absolute value of k' such that v'iv. The 
whole local group k: is contained in the kernel of the 
Artin map 

k: ~ G"(F /k), 

and hence k~~ is contained in the kernel of the Artin map 

k~"f ~ G".(F' /k'). 

By the Kummer result of the preceding section, this implies that v' splits 
completely in F'. However, [k': k] divides p - 1, and is relatively prime 
to p = [F: k]. Since the ramification index and residue class degree are 
multiplicative in towers, it follows that v splits completely in F. Since we 
assumed that k = Z, this gives a contradiction which proves our theorem. 

The argument which we have just given also concludes the proof of 
Theorem 2. Indeed, let K be class field to H, and assume that k: C H. 
Then (k:, K/k) = 1, and we know that 

(k:, K/k) = G". 

It follows that G" = 1, i.e. v splits completely. 

Corollary. Let K/k be class field to H. Then 

and 

Theorem 4. Let K/k be abelian, class field to H. An absolute value v on 
k is unramified in K if and only if U" C H. More generally, (Uv, K/k) is 
equal to the inertia group Tv (= Twfor any wiv). 

Proof. If vis unramified in K, then every local unit is a local norm, so 
Uv c H. Conversely, assume that Uv C H. By the preceding corollary, 
we know that every unit in Uv is a local norm. By Chapter IX, §3, it 
follows that v is unramified in every cyclic subfield of K, and hence is 
unramified in K. To see that (Uv, K/k) = T" in general, we may assume 
without loss of generality that the Galois· group G(K/k) is equal to the 
decomposition group Gv. (If Zis the fixed field of Gv, then v splits completely 
in Z, and so we may use Z as ground field instead of k.) Let F be the 
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maximal subfield of K in which v is unramified. Then Tv is the Galois 
group of K/F. lf wlv in F, then by the norm property of the Artin symbol, 
we have (Uw, K/F) = (Uv, K/k). In the non-archimedean case, there 
exists a prime element 1r in F w which is a local norm from K. Hence 
( 1r, K/F) = 1. But 

F! = {1r} X Uw 

(where {1r} is the cyclic group generated by 1r), and (F!, K/F) = Tv. 
Hence (Uw, K/F) = Tv, thus proving our result in general. The archi­
medean case is equally clear. 

In view of Theorem 4, it is natural to define v unramified in H if 
Uv c H. With this terminology, we see that vis unramified in H if and 
only if v is unramified in the class field belonging to H. Furthermore, if 
K is class field to H, then the class field to HUv is the maximal subexten­
sion of K in which v is unramified. 

Corollary. Let K/k be an abelian extension. For any v on k, and wlv 
in K, we have 

and the Artin map induces an isomorphism UvfNwUw ~ Tv. 

Proof. Immediate from the corollary of Theorem 3. 

Let F be a local field, i.e. the completion of a number field at an 
absolute value. Let L be an abelian extension with Galois group G. There 
exists a number field k and an abelian extension K, with absolute value 
v, such that 

and 

For instance, let E be a number field dense in L. Let K be the composite 
of (JE for all (JEG. Then K is stable under G and we let k be the fixed 
field of G. It is immediate that kv = F, and of course Kv = L. 

Note that the local Artin map ki~ G(Kkvfkv) is induced by the global 
map. The consistency property of the global symbol implies that the 
local map is independent of the global extension K over k chosen such 
that K. = L and kv = F. Hence by Theorem 3, the Artin map gives an 
isomorphism 

F*jN~L* ~ G(L/F). 

Theorem 5. Let F be a local field. The Artin map defined for abelian 
extensions L of F satisfies the same formalism as the global map, when 
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viewed as defined an the multiplicative group of the local field. The 
association 

LHN~L* 

establishes a bijection between finite abelian extensions of F, and open 
subgroups of finite index in F*, which reverses the inclusion relations. 

Proof. In the first edition, I asserted that the proof is the "same as 
in the global case", but I used the additional property that given an 
abelian extension L of k., there exists an abelian extension K of k such 
that Kkv = L. I based this assertion on the property that since k: is 
embedded in Ck> an open subgroup H. of K: can be written as an 
intersection 

for some open subgroup H of Ck. Lenstra pointed out to me that this 
step was not properly justified, and that this property can be bypassed 
by the remarks preceding the theorem and the following argument. 
Indeed, by those remarks, the association 

LHN~L* 

gives an injection of the family of abelian extension to open subgroups 
of F*. Thus the only thing to prove is the surjection, i.e. every open 
subgroup is the norm group of some abelian extension, in other words, 
we have to prove the existence theorem. The arguments given in §l in 
the global case apply equally well in the local case. Thus given the 
subgroup H., if the factor group F*/Hv has exponent n, then by these 
arguments, we may assume without loss of generality that the n-th roots 
of unity lie in the ground field F. But then we may use Kummer theory. 
Let L = F(F1fn) be the abelian extension obtained by adjoining all n-th 
roots of elements in F*. Then 

(F*: F*n) = [L: F], 

and F*n is contained in the kernel of the Artin map. By Theorem 3 (the 
norm index relation for abelian extensions) it follows that 

Since F*n c Hv c F*, it now follows immediately that Hv is the norm 
group of some subextension of L, thus proving Theorem 5. 

It becomes a problem to define the local Artin map purely locally in 
the ramified case (in the unramified case, the Artin symbol locally can 
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be defined in the same manner as the global one). Chevalley was the first 
to do it, using the simple algebras. What mattered, however, were the 
cocycles defining the algebras, so that a purely cohomological treatment 
could be given as was done first by Hochschild. In fact, the local and global 
cohomology for this can be axiomatized into the "class formations", for 
which we refer to Artin-Tate. 

When asking for a global abelian extension K of k such that Kkv = k' 
is a given local abelian extension, one can ask if K can be so chosen that 
[K: k] = [k': lcv], especially in the cyclic case. The answer is yes, except 
in one special case. This is the Grunwald-Wang theorem, which even does 
this for a finite set S of absolute values. Observe that for such a set, the 
finite product 

II k~ 
vES 

is embedded algebraically in the idele classes Ck (that is the natural map 
into Ck is injective), but not topologically, in distinction to the case when 
S has only one element. For a complete treatment of the Grunwald-Wang 
theorem, which has nothing to do with cohomology, we refer to Artin­
Tate. 

A related question is the following: If a E k* is an n-th power locally 
at every v E M k, is a also an n-th power in k? The answer is yes, except 
in a special case which can be described completely. Cf. Artin-Tate for 
that too. 

As in the global case, the local existence theorem allows us to see that 
if E/kv is a finite extension, then Nf.E* is the local norm group to the 
maxima! abelian subextension of E. The proof is the same as in the global 
case. 

Using the consistency property, we can define the local Artin map for 
the maximal abelian extension A of kv, thus obtaining a homomorphism 

whose image is everywhere dense. Let us assume that vis p-adic. Since 
the intersection of ali open subgroups of finite index in k: is obviously 
equal to 1 (this is now different from the global situation), we conclude 
that the kemel of the infinite map is trivial. In the local case, however, 
the map is not surjective any more. In fact, we can write k:as a product 

k~ = { 7r} X u V = z X u v, 

where {n} is the cyclic group generated by a prime element n in kv. The 
map Wv is not only continuous for the product topology, but also for 
the topology in which subgroups of finite index form a fundamental 
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system of neighborhoods of 1 in k:. The restriction of this topology to 
Z is the "ideal topology". Following Artin, we can then complete Z 
under this topology, and using the Chinese remainder theorem we see 
that the completion Z is the compact group equal to the direct product 
of all p-adic integers for all p. Extending the map Wv by continuity, we 
obtain an isomorphism, 

k~ = Z X Uv ~ G(A/kv) 

which is both algebraic and topologica!. This gives a rather good model 
for the Galois group G(A/kv). For instance, we see that G(A/kv) has a 
unique subgroup of order 2 (which one?), and hence that there exists a 
unique subfield of A containing kv, which is of degree 2 under A. 

Finally, we mention that Theorem 4 admits a substantial refinement. 
Let k denote a p-adic field until the end of the section. Then k has a 
filtration 

k*= U_r:::)Uo:::)Ur:::)U2:::)···:::)U;:::)···, 

where U 0 = U, and U; consists of those elements x E U such that 

x = 1 (mod lJi). 

Correspondingly, let Kjk bea Galois extension with group G (equal to 
the decomposition group since we assumed that k is local), inertial group 
T. We can detine a sequence of subgroups V; (called the higher ramifica­
tion groups) by the condition that u E V; if and only if 

ua = a (mod '.J3i+I) 

for all a E ox. Thus V o= T. 

Theorem. lf K/k is abelian, and k is p-adic, then the reciprocity law 
map k* ~ G(K/k) maps U; onto V;• (i' depending on i). 

The proof requires a refined look at the higher ramification, and is 
carried out in detail, for instance in Artin-Tate. Our purpose is not to 
rewrite or copy Artin-Tate here, and we refer the reader to it. The discus­
sion is arithmetic, and independent of cohomology. The local theory thus 
obtained also yields a description of the local conductor in terms of the 
higher ramification groups, and into a description of the precise relations 
existing between the (local) different and the conductor. 

§5. The Hilbert class field and the 
principal ideal theorem 

The ramification theorem (Theorem 4) and the existence theorem have 
an interesting global application. The group 

H = k*Js"' 



[XI, §5] HILBERT CLASS FIELD AND PRINCIPAL IDEAL THEOREM 225 

has a class field K which by Theorem 4 is unramified everywhere (includ­
ing the archimedean absolute values). Furthermore 

J /k*J s"' "" 1/P 

is isomorphic to the ideal class group of k, under the ideal map. This 
class field K is called the Hilbert class field. We see that its Galois group 
is isomorphic under the Artin map to the ordinary ideal class group. It 
becomes a problem to exhibit K explicitly. Complex multiplication and 
its generalizations do this in special cases, by transcendental methods, 
outside the scope of this book. 

Hilbert had conjectured that an ideal of k becomes principal in the Hilbert 
class field. This was reduced by Artin to a statement of finite group theory 
by means of the reciprocity law as follows. 

Let k be the number field, K the Hilbert class field 
over k, and L the Hilbert class field over K. It is clear 
that Lis Galois over k: If 'A is any isomorphism of L over 
k, then 'AK = K and 'AL is unramified over 'AK, whence 
'AL C L, so 'AL = L. Let G be the Galois group of Ljk 
and S the Galois group of L/K. Then G/S is the Galois 
group of K/k. From the definition of the Hilbert class 
field, it is clear that K is maxima! abelian in L, and hence 
translating this in terms of the Galois groups, we con­
clude that GjS is the maxima! abelian factor group of 
G, whence S = ac is the commutator subgroup of G. 

L) l 1 s 
K G 

l)a;s 

Let P be a prime of k. We must prove that (p, L/K) = 1, identifying 
p with POx. Let 

P = Q1 • • • Qr 

be thc factorization of p in distinct primes of K. Then 

T 

(p, L/K) = II (qi, L/K). 
i=l 

Let q be any one of the primes of K dividing p, and let Ui E G/S be one 
of the automorphisms of Kjk such that u;q = Qi· Extend ui to ali of L. 
Then 

(q;,L/K) = (uiq,L/K) = (u;q,u;L/u;K) = ui(q,L/K)u-; 1 • 

Thus we obtain 

r 

(p, L/K) = II u;(q, L/K)u-; 1 . 
i=l 
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If we can prove that the product on the right is equal to 1, then we con­
clude that p is principal, by ţhe reciprocity law! 

A complicated group theoretic proof was given by Furtwangler. A 
much simpler proof was given shortly thereafter by Iyanaga, following 
a suggestion of Artin concerning a group-theoretical map, the transfer, 
which shows that a product like the above is always equal to 1. W e refer 
the reader to Artin-Tate, Chapter XIII, §4, for the self-contained proof 
(and definition of the transfer in general), having to do only with group 
theory, but nothing to do with ideal theory. In this connection, it had 
been an unsolved problem for a long time whether the tower which is 
constructed by taking successive Hilbert class fields can ever become 
infinite. In his talk at the International Congress in 1962, Shafarevich 
showed how this question could be reduced to a group theoretic statement, 
involving certain bounds for· the number of genera tors of certain groups. 
Shortly afterwards, he and Golod succeeded in giving examples when the 
tower is infinite, and showing that in some sense, this is a very frequent 
occurrence. For this we refer the reader to the original paper of Golod 
and Shafarevich ( On class field towers, AMS translations 48) or the exposi­
tion by Roquette in [CaF 68]. 

§6. Infinite divisibility of the universal norms 

Theorem 6. The group of universal norms in Ck is infinitely divisible. 
In other words, if a E Ck is a universal norm, and nisa positive integer, 
then there exists a universal norm b such that a = bn. 

Proof. W e shall first need a lemma, whose proof goes back to the tech-
nique of the existence theorem. 

Lemma. Let n be a positive integer, assume that the n-th roots of unity 
lie in k, and let a be a universal norm. Then a E C'k. 

Proof. W e construct a large set S as in Theorem 1, §2, and also we 
construct the group 

*n II B =II kv X Uv. 
vES vf;lS 

Let K be the class field belonging to k*B. Then a is a norm from K, so 
there exists b E B in the same idele class as a. Let S' be any finite set of 
absolute values such as that S' ::::> S, and form the group 

B' = II k~n X II u~ X II u v· 
vES vES' vf;lS' 

vfilS 
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Then a also has a representative idele b' in B', and there exists f3 E k* 
such that b = f3b'. Then f3 E k* n B = k~ by Theorem 1, §2. Hence 
bv is an n-th power for all vE S'. We can take S' arbitrarily large. This 
proves that bv is an n-th power for all v, i.e. b = cn for some idele c, thus 
proving our lemma. 

W e shall now prove Theorem 6, as in Artin-Tate. W e let Dk be the group 
of universal norms in Ck. We first prove that for any finite extension E/k 
we have 

Dk = NffDE 

From the transitivity of the norm, one has trivially NffDE C Dk. Con­
versely, let a E Dk. For each finite extension K containing E let 

Xx = N/jCx n NiMa). 

By Theorem 4 of Chapter VII, §3, it follows at once that N!i/J.(a) is com­
pact. Hence Xx is compact, and is not empty by the transitivity of the 
norm. The family {Xx} for all finite extensions K containing E has the 
finite intersection property, because if K ~, ... , Kr is a finite number of 
such extensions, and K contains each Ki (i = 1, ... , r) then Xx C Xx, 
for all i. It follows that there exists b E Xx for all K. Then a= Nffb 
and b is a universal norm in CE· This proves that Dk = Nf DE· 

Given an integer n, and a E Dk, to prove that a E D~ we let E = k(!:n). 
Let a = Nfb with b E DE· It will suffice to prove that b E D'J,;. This 
reduces our proof to the case when k contains the n-th roots of unity, 
which we assume for the rest of the proof. 

By the lemma, we have for each finite (Galois, if you wish) K, 

Let 

Y N KC lin x= k xna , 

where a 1in means the set of all b E Ck such that bn = a. Then a 1in is 
closed in Ck, and is compact by the samc Theorem 4 of Chapter VII, §3. 
We have just seen that Y K is not empty, and the transitivity of the norm 
shows that the family {Y x} for all finite K/k has the finite intersection 
property. Hence there exists b E Y K for all K. This b is a universal 
norm, and bn = a, thereby concluding the proof of Theorem 6. 

We refer to Artin-Tate for the proof that Dk is the connected component 
ofCk. 



CHAPTER XII 

L-Series Again 

§1. The proper abelian L-series 
Let X be a character of the idele classes Ck (or equivalently, of Jk, 

vanishing on k*), that is a continuous homomorphism 

Jk!k* ~ C*, 

and assume in addition throughout this section that X has finite period. Then 
the kernel H x of x is a closed subgroup of finite index, which is therefore 
open, and has a class field denoted by Kx· 

A prime p is said to be unramified for X, or X is said to be unramified at 
p, if the group of local units U~ is contained in Hx. (Cf. Theorem 4 of 
Chapter XI, §4.) If that is the case, and 7f' is an element of order 1 in k~, 
we view 7f' as an idele, 

7f' = ( ... ' 1, 7f', 1, ... ) 

as usual, corresponding to the embedding of k~ in J, and we define 

x(p) = X(1T'). 

This is well defined, and is independent of the choice of 7f', since any other 
element 1f'1 of order 1 differs from 7f' by a unit, i.e. 1f'1 = U1f', U E U~, and 
X(u) = 1 since UvcHx. If X is ramified at p, we define X(P) =O. 

If c is an admissible cycle for Kxfk, then we could interpret JfHx as a 
generalized ideal class group, we could interpret x as a character of this 
group, and x(p) would be the value of this character, viewing p as an 
element of an ideal class as in Chapter VII, §4. 

Let H be an open subgroup of h containing k*. By the conductor 
for H we shall mean the smallest cycle f such that the group W 1 of Chap­
ter VII, §4 is contained in H. The conductor of Hx will also be called the 
conductor of x, and will be denoted by fx· In general, a cycle c is said tobe 
admissible for H if Wc C H. The conductor for H is thus its smallest 
admissible cycle. The ramification theorem (Theorem 4 of Chapter XI, 
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§4) shows that the conductor for X is divisible precisely by those primes p 
which are ramified in Kx· 

Let X be a character as above. W e define the L-series 

L(s x) = IT 1 = IT 1 
' ~lfx 1- X(~}_ ali~ 1- X(~}_ 

Np• Np• 

The convergence theorems proved in Chapter VIII, §3, apply to this 
L-series, which differs from Lc(s, X) only by a finite number of factors, 
if f[c. It is clear that 

Theorem 1. Let Kjk be an abelian extension, class field to the class group 
H C Jk. Then 

tK(s) = IT L(s, x) = tk(s) IT L(s, X) 
X(H)=l x.=l 

where the second product is taken over those characters X which are trivial 
on H, but X ~ 1. 

Proof. It suffices to prove that for each prime p of k, we have 

IT (1 - __!_~) = IT (1 - X(~~). 
\!liP NllJ x<Hl=l Np 

Let p split in [( as 

Then efr = N = [K: k], and NllJ = Np1. Change variable, let u = Np-•. 
It suffices to prove that 

(*) (1 - u1)' = IT (1 - x(p)u). 
X(H)=l 

W e ha ve a trivial identity 

1 - u1 = IT (1 - tu), 
1 

where the product is taken over ali j-th roots of unity t. We shall first 
prove formula (*) under the assumption that p is unramified, i.e. e = 1. 
We then have to show that the values x(p) are simply the values 1, 
(1, ... , (j- f repeated r times, where (1 is a primitive f-th root of 1. 
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Let Hk: = Hp :J H. By the complete splitting theorem, Hp is the class 
group to the maxima! subfield of K in which p splits completely, i.e. the 
fixed field of the decomposition group G'il. Hence 

(Hp:H)=f. 

Let 1 = 1/!t, ... , 'ft be the distinct characters of Hp/H, which is cyclic, 
generated by a prime element 1r. Extend these characters to characters 
of J /H, denoted by the same letters. Let 1 = x1, ... , Xr be the distinct 
characters of JfHv. Then 

(i = 1, ... , r; j = 1, ... , f) 

are the characters of J /H. But 1r has order f mod H. Hence the values 

are precisely the values 1, ţ h ... , ţ~- 1 • This proves what we wanted 
if X is unramified at p. 

W e now deal with the general case, where p may be ramified. W e ha ve 

(HUp: H) = (Up: Up n H) = e 

by Theorem 4 of Chapter XI, §4, and its coroliary. Let 1 = 1/!t, ... , 'fe 
be the distinct characters of HUp/H, and extend them to characters of 
J /H. Let 1 = Xt, ... , Xfr be the characters of J / HUp. Then p is unrami-
fied for ali Xi, i = 1, ... , fr, and the characters 

(i = 1, ... , fr; j = 1, ... , e) 

are ali the characters of JjH. If j;: 1, so 'fi;: 1, then 1/li(P) =O by 
definition. Hence the only characters X of J /H which are not O on p are 
precisely the characters Xi for which p is unramified. This reduces the 
general case to the unramified case, which has already been dealt with, 
and concludes the proof of our theorem. 

From the factorization of the zeta function into a product of L-series, 
and the evaluation at s = 1, one gets a formula relating the class number, 
regulator, and discriminant. We don't go into this here, but refer the 
reader to Borevich-Shafarevich [BoS 66], or Hasse's Uber die Klassenzahl 
abelscher Zahlkorper, Akademie Verlag, Berlin, 1952. The reader should 
also look at Leopoldt's results on the p-adic analogue, for instance his 
paper Uber Fermatquotienten von Kreiseinheiten und Klassenzahlformeln 
modulo p, Rendiconti del Circolo di Palermo, 1960, pp. 1-12. 



232 L-SERIES AGAIN [XII, §2] 

§2. Artin (non-abelian) L-series 

All results used here from the elementary theory of group representa­
tions and characters can be found in my book Algebra. 

Throughout this section and the next, 1 follow Artin (cf. his collected 
works). 

Let K/k be a Galois extension with group G. If p is a prime of k, then 
p splits in K into a product 

and efr = [K: k], where fis the degree of the residue class field extension. 
For any ~IP in K, we have N~ = Np1. We have a Frobenius automor­
phism u = (~, K/k) in the decomposition group G11 characterized by the 
fact that 

for a E OK· This u is determined only in the coset of the inertia group 
T11 , which consists of all T E G11 inducing the identity automorphism on 
the residue class field extension. 

If S is a subset of G and X is the character of a representation of G 
(in a finite dimensional space over an algebraically closed field of charac­
teristic zero), we define 

x(S) = ~ x(r). 
rES 

We may therefore view S as the element in the group ring equal to the 
sum of all elements of S. 

Let m be an integer ~ 1. If u = (~, K/k), we define 

This can also be viewed as the value of X on the element 

1 "" m - LJ U T. 
e rET'{I 

Since T11 is normal in G11, it follows that our value for x(pm) is independent 
of the choice of u in the coset of T11 • Since Frobenius automorphisms cor­
responding to different ~iiP are conjugate in G, and since the inertia 
groups T11, are also conjugate inG, it follows that this value is independent 
of the choice of ~IP, and that our notation involving only P in x(pm) is 
justified. 
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We now define the L-series L(s, x, K/k) by its logarithm, namely 

"" x(pm) 
log L(s, X, K/k) = ~ Nnms • 

l!.m m,.. 
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The L-series is then the exponent of this logarithm. Trivial bounds in 
terms of the degree of the representation, and the order of G, show that 
this series converges absolutely and uniformly for the usual 

Re(s) ~ 1 + 8, 

by comparison with the ordinary zeta function. 
The L-series satisfy the following formalism. 

LI. We have L(s, 1, K/k) = ţk(s). 

L2. lf Xt, X2 are characters of G, then 

L(s, x1 + x2 , K/k) = L(s, Xt, K/k)L(s, x2 , K/k). 

L3. lf K' ::::,) K ::::,) k is a bigger Galois extension, and X is a character of 
G(K/k), also viewed as character of G(K' /k), then 

L(s, x, K/k) = L(s, x, K' /k). 

U. Let k C F C K be an intermediate field, and let 1/1 be a character of 
G(K/F). Let X"' be the induced character of G(K/k). (We recall the 
definition below.) Then 

L(s, 1/1, K/F) = L(s, x!/1, K/k). 

Of these properties, only the fourth one requires a non-trivial proof. 
Indeed, the first is obvious, and so is the second since the character X 

appears linearly in the definition of log L(s, x, K/k). 

The third is also easy to see. Let ~'IP in K', and ~~~~ 
for~ in K. Let S = G(K'/K) and let G' = G(K'/k). 
Let G~· be the decomposition group of~' inG', and let 
T"' be the inertia group of ~' in G'. W e first contend 
that we have natural isomorphisms 

and 
G" ."" G"·S/S 

T~ ."" T"·S/S. 
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Proof. It is clear that the restriction to K of an element in G$'8 leaves 
~ fixed, and so lies in G$. Conversely, if "A is an element of G' which 
restricts to an element of G$, then there exists some 'Y E S such that 
X'Y E G$' (because X maps ~' on another divisor of ~ and S permutes 
such divisors transitively). Hence X E G$,S, thus proving that 

A similar argument shows that T$ ~ T$·8/S. 
W e can also phrase our isomorphisms by saying that the restriction 

homomorphisms 

and 

from K' to K are surjective, and hence that 

and 

The value of X on an element of G' depends only on its class mod S, i.e. 
on its restriction to K', by definition of the extension of X from G to G'. 
Finally, if u' = (~', K'/k) is a Frobenius automorphism of ~' in G$'' 
then its restriction to K is a Frobenius automorphism of ~ in G$. From 
this it follows that 

and hence that the value 

does not depend on the field K'. This is precisely property L3. 

The fourth property is slightly harder to prove, and depends on a 
more accurate analysis of the decomposition groups and inertia groups 
at the various levels. "\Ve do this in the next section. Here, we conclude 
with still a simple statement. 

Theorem 2. If K/k is abelian, class field to H, and if we identify G(K/k) 
with the idele class group Ck/H under the Artin map, and X is a simple 
character, then 

L(s, X, K/k) = L(s, X), 

interpreting the character X on the right as a character on Ck/H, and the 
L-series on the right being the proper abelian L-series of §1. 
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Proof. If 1> is unramified in K, then the Artin map is given by means 
of the Frobenius automorphism, which depends only on p, and so the 
p-contribution to the L-series is the same no matter which L-series we 
deal with. Let S be the kernel of X inG, and let Kx be the fixed field of S. 
By property L3, we may view X as a character on G(Kx/k), and 

L(s, X, Kx/k) = L(s, x, K/k). 

Hence it suffices to prove our result when K = Kx, which we assume. 
In that case, 1> is ramified in K if and only if it is ramified for X, i.e. ramified 
in H, and X is a non-trivial character on the inertia group T"4!. The Galois 
group definition of the L-series yields 

because the sum of a non-trivial character over an abelian group is O. 
Hence the p-contribution to the L-series L(s, X, K/k) is equal to O. By 
definition, it is also equal to O in the abelian definition of L-series. This 
proves the theorem. 

W e conclude this section by the expression of the L-series as a product 
over the primes, again as in Artin. Let A:u ~ A(u) bea representation 
of G in terms of endomorphisms of the vector space V, so A(u) E End(V). 
Then 

is idempotent in End(V). If u = (~, Kjk) as before, we define 

W e can then form the series 

log L(s, A, Kjk) = I A(~m), 
p,m mNpms 

which converges uniformly and absolutely for Re(s) ~ 1 + a, as usual, 
but has its values in End(V), assuming that Vis a vector space over the 
complex numbers. Because of the non-commutativity, it appears to be 
a mess to exponentiate this series in End(V), although I cannot escape 
the idea that there may be something in doing so. However, as in Artin, 
one has 

x A(~m) 
trace I -ms = -log det(I- Np-8A(~)), 

m=l mNp 



236 L-SERIES AGAIN [XII, §3] 

where 1 is the identity in End(V), and consequently, one finds the product 
representation 

1 
L(s, x, Kfk) = Q det(l- Np-sA('f}))' 

valid for Re(s) > 1. 
For purposes of functional equations, to ha ve neat formulas, it is neces­

sary to multiply zeta functions and L-series by suitable factors, corre­
sponding to the archimedean absolute values, namely r-factors. We 
shall see this later for abelian L-series. For the non-abelian ones, we refer 
to Artin's original paper for the description of these factors. 

§3. lnduced characters and L-series contributions 

In this section, we relate induced characters with the decomposition 
and inertia groups. Let S be a subgroup of G = G(K/k), and let t/; be a 
character of S. If {c} denotes the collection of right cosets of S in G, 
and for each coset c we let c be a coset representative, so that 

G = U Se, 
c 

then the induced character X"' can be defined by the formula 

x"'CX) = 2: t/;(cxc- 1). 
c 

(For ali properties concerning characters used here, cf. for instance the 
last chapter of my book Algebra.) It is understood that t/; is extended to 
a function on G by letting t/;(x) = O if x E G, x ~ S. 

We shall find suitable coset representatives in terms of 
the splitting of the prime p. W e let F be the fixed field of S. 
Let 

\l = q1' ... q!• 

be the splitting of p into distinct prime powers in F. For 
each i = 1, ... , s let llJi be a prime of K lying above Qi· 

Let TJi E G be such that 

TJill3t = IŢ3i. 

Let Gi = G'll, be the decomposition group of llJi in G, and Ti its inertia 
group. Then 

and 
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If (J'; = ('l3;1 K/k) is a Frobenius automorphism of 'Ţ3; in G; (well defined 
modulo T;) 1 then we can choose (]'; such that 

W e let e;1 f; and e~ 1 fi denote the usual indices at the levels indicated on 
the following diagram. 

Thus 
and f = fif~. 

Wehave 
8 

L: ed; = [F :k]. 
i=1 

Note that the order of G; is ef1 and the order of G; n S (which is the 
decomposition group of 'Ţ3; in S) is eU!. Hence 

Let 

{î';,.} (i = 11 ••• 1 s; v = 11 ••• 1 ed;) 

be right coset representatives of G; n S in G;. 

Lemma 1. W e contend that { î' i,v71i} is a system of distinct right coset 
representatives of S in G. 

Proof. W e first prove that they represent distinct cosets. Suppose that 

Then 
-1 -1 s î' i,v71i71i î' j,p. E · 

Looking at the effect of this element on 'l3;, we see that it maps 'l3i on 
'Ţ3;. But an element of S leaves Qj fixed 1 and 'l3iJqi· Hence i = j. Can­
celing 71i = 71i we now conclude immediately that v = p.1 thus proving 
our first assertion. Our contention follows because the index of S in G 
is equal to [F: k] = L: eif;. 
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Having found coset representatives of S in G, we can write down the 
value of the induced character in terms of these, and find 

8 eifi 

(1) Xy,(X) = L: L: if;('Yi,v1Jihr(i1'Yi)). 
i=l •=1 

This formula applies whether X. is an element of G, or represents asum 
of elements of G. In the applications, of course, we use sums of elements 
of G, namely X= u'fT1• If we conjugate u'fT1 by 7]i, then we obtain 
uiTi. Furthermore, Ti is normal in Gi, hence further conjugation by 
'Y i,v does not change uiTi. Consequently, we find an expression for the 
value of X.ţ; appearing in the L-series, namely 

8 

(2) X.ţ;(u7Tl) = L: ediif;(uiTi). 
i=l 

We must therefore determine the intersection of uiT; with S, because 
outside of this intersection, the value of 1/; is O. 

Lemma 2. The intersection uiTi n Sis not empty ij and only if film. 
In that case, 

mT S mii•(T S) m!t;T' u i i n = 'Pi i n = 'Pi i 

where 'Pi = ('l3i, K/F), and T~ = Tin Sis the inertia group of 'l3; inS. 

Proof. Suppose that uiT; contains an element uir E S, with rE Ti. 
Then on the residue class field OK/'l3i the effect of uir is the same as that 
of ui, and it also leaves Op/q; fixed. This effect is that of 

and op/Qi has Npl; elements. For Op/q; to be fixed, we must therefore 
havefilm. 

Suppose now that this is the case. The effect of 'Pion OK/'l3i is 

with Nqi = Npf;_ Hence uir and cpi11; have the same effect on OK/'l3;. 
They both lie in G; n S, which is the decomposition group of 'l3; in S. 
Hence they lie in the same coset of T ;. This shows that 

uiTi n s c cpf11'(T; n S). 

The converse is also clear, and this proves the lemma. 
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The desired relationship L4 for L-series is now immediate from this 
last formula. W e ha ve for fixed ll, 

L X~(llm) = L f. ! edi'Hu'i'Ti) 
m mNpms m i=l e mNpm• 

For each i, write m = nfi. Only such m divisible by fi give a non-zero 
contribution to the i-th sum. W e ha ve ei/ e = e~. Hence we get 

This proves L4, because it proves that 

log L(s, X~, K/k) = log L(s, if;, K/F). 



PART THREE 

ANALYTIC THEORY 



The simple analytic results obtained in Chapter VIII were used up to 
now only incidentally in basically algebraic results, especially in the class 
field theory. We shall concentrate more on the analytic aspects for the rest 
of the book. We give two proofs for the functional equation, one following 
Hecke, and the other following Tate. The reader will profitably compare 
both techniques. Hecke's proof makes use of the general Poisson summa­
tion formula for the integrallattice in Euclidean space. Tate's proof uses 
the adelic form of the Poisson formula. W e give the functional equation 
for the L-series with characters only in Tate's version, which in this case I 
find slightly easier to keep track of the computations. If the character is 
of finite period, then there would stiU not be too much difference with the 
functional equation as given in Chapter XIII. 

The chapter on densities, using the Tauberian theorem, is misleading. 
Statements on the distribution of primes depend essentially on the explicit 
formulas, which give much better insight (especially when one will have 
better results in the direction of the Riemann Hypothesis). The reader 
can refer to Landau [Ld 17], or also Hooley's paper "On Artin's conjec­
ture," J. Reine Angew, Math., 225, 1967, pp. 209-220. Again, the Brauer­
Siegel theorem on log hR "' log d1' 2 really depends on a weak result on 
the zeros of the zeta function to have a neat proof. Siegel and Brauer 
had to surmount considerable technical difficulties to go around the 
non-availability of such results at this time. I have reproduced Siegel's 
argument for this in Chapter XIII. 
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CHAPTER XIII 

Functional Equation of the Zeta 
Function, Hecke's Proof 

§1. The Poisson summation formula 
Let f be a function on Rn. We shall say that f tends to O rapidly 

at infinity if for each positive integer m the function 

is bounded for \x\ sufficiently large. Here as in the rest of this chapter, 
\x\ is the Euclidean norm of x. Equivalently, the preceding condition can 
be formulated by saying that for every polypomial P (in n variables) the 
function Pj is bounded, or that the function 

is bounded, for x sufficiently large (i.e. \x\ sufficiently large). 
W e define the Schwartz space to be the set of functions on Rn which 

are infinitely differentiable (i.e. partial derivatives of all orders exist and 
are continuous), and which tend to O rapidly at infinity, as well as their 
partial derivatives of ali orders. 

Example of such functions. In one variable, e-x2 is one, and similarly in 
n variables if we interpret x 2 as the dot product x · x, which we also write 
x2 • As a matter of notation, we shall write xy instead of x · y if x, y are 
elements of Rn. 

If f is a C"' function of one variable which is O outside some bounded 
interval, then f is in the Schwartz space. As an example, one can take 
the function 
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if a< x < b 
otherwise. 
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An analogous function in n variables can be obtained by taking the 
product 

It is clear that the Schwartz space is a vector space, which we denote 
by S. W e take all our functions to be complex valued, so S is a space 
over C. 

We let D; be the partial derivative with respect to the j-th variable. 
For each n-tuple of integers ~ O, p = (p 1, ... , Pn), we write 

so that DP is a partial differential operator, which maps S into itself. As 
a matter of notation, we write 

IPI = Pl + ' ' ' + Pn• 

It is also convenient to use the notation M;! for the function such that 

Thus M; is multiplication by the j-th variable. Also 

so that 

In what follows, we shall take the integral of certain functions over Rn, 
and we use the following notation: 

f f(x) dx = !. n f(x) dx = f"' · · · f"' j(X!, ... 1 Xn) dx1 · · · dxn. 
R -"' -"' 

Since our functions will be taken from S, there is no convergence problem, 
because for x sufficiently large, we ha ve for some constant C: 

c 
lf(x)l ~ 2 2 ' 

(1 + x1) · · · (1 + Xn) 

and we can view the integral as a repeated integral, the order of integra­
tion being arbitrary. The justification is at the level of elementary cal­
culus. Furthermore, we differentiate under the integral sign, using the 
formula 

!__ !K(x, y) dx = fa!_ K(x, y) dx 
ay; Y; 
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for suitable functions K in situations where this is obviously permissible 
(justification loc. cit.), namely when the partial derivatives of K exist, 
are continuous and bounded by an absolutely integrable function of x 
over Rn, independent of y. The trivial argument runs as follows, say 
when x and y each consist of one variable: 

!f_: [K(x, y + h~- K(x, y)- D2K(x, y) J dxl 

~ f_: IK(x, y + h~- K(x, y) - D2K(x, y)l dx. 

But by the mean value theorem, 

K(x, Y + h~- K(x, y) - D 2K(x, y) = D 2K(x, c) - D2K(x, y), 

where c lies between y and y + h, and c depends on x, y, h. Now we split 
the integral into a finite integral and a tail end, so that the tail end is very 
small because of the absolute integrability of D 2K, and then take h small 
and use uniform continuity of D 2K on the finite part to get our expression 
less than E, for given E. 

A similar argument which is even simpler works to show that similar 
integrals depend continuously on parameters. 

W e shall also change variables in an integral. For instance, 

jJ(x- y) dx = jf(x) dx, jf(-x) dx = jf(x) dx. 

lf c > O, then jJ(cx) dx = c~ jf(x) dx. 

W e now define the Fourier transform of a function f E S by 

Î(y) = jf(x)e-2"ixy dx. 

Remember that xy = x · y. 
W e shall now see that the Fourier transform interchanges the maps 

Di and Mi. 
Sin ce 

a~/(x)e-2"ixy = f(x)( -27ri)Xje-2"ixy, 

we see that we can differentiate under the integral sign, and that 

Dij = (-27ri)(Mif) 11 • 
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By induction, we get 

The analogous formula reversing the roles of DP and MP is also true 
' namely: 

To see this, we consider 

Yd(y) = J f(x)yj e-2xixydxj. 

and integrate by parts with respect to the j-th variable first. We let 

u = f(x) and dv = y.e-2"ixy dx .. 
J J 

Then v = ( -2ni)- 1e-2"ixy and the term uv between- oo and + oo gives zero 
contribution because f tends to O at infinity. Hence 

Induction now yields our formula. 

Lemma. The Fourier transform f ~---+ J is a linear map of the Schwartz 
space into itself. 

Proof. If f E S, then it is clear that J is bounded, in fact by 

!J(y)i ~ Jif(x)i dx. 

The expression for MPj in terms of the Fourier transform of DPJ, which 
is in S, shows that MPj is bounded, so that J tends rapidly to zero at 
infinity. Similarly, one sees that MP Dqj is bounded, because we let 
g = Dqj, g E S, and 

MP Dqj = (-2ni)lql(2ni)-IPI (IJP Mqf) A 

is bounded. This proves our theorem. 

A function g on Rn will be called periodic if g(x + k) = g(x) for all 
k E zn. We let Tn = Rn ;zn be the n-torus. Let g bea periodic c~ func­
tion. We define its k-th Fourier coefficient for k E zn by 

Ck = g X e X. h ( ) -2"-ik:r d 
Tn 
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The integral on Tn is by definition the n-fold integral with the variables 
(x1, ... , Xn) ranging from O to 1. lntegrating by parts d times for any 
integer d > O, and using the fact that the partial derivatives of g are 
bounded, we conclude at once that there is some number C = C(d, g) such 
that for all k E zn we have ickl ~ C/llklld, where llkll is the sup norm. 
Hence the Fourier series 

converges to g uniformly. 

Poisson summation formula. Let f be in the Schwartz space. Then 

L: f(m) = L: /(m). 
mEZn mEZn 

Proof. Let 

g(x) = L: f(x + k). 
kEZn 

Then g is periodic and C"'. If Cm is its m-th Fourier coefficient, then 

L: Cm = g(O) = L: f(k). 
mEzn kEZn 

On the other hand, interchanging a sum and integral, we get 

Cm = { n g(x)e_2".imx dx = L: ( J(x + k)e_2".imx dx 
}T kEZn }T 

= L: { J(x + k)e-2".im<x+k> dx 
kEZn }T 

= r f(x)e- 2"imx dx = /(m). )an 

This proves the Poisson summation formula. 

In preparation for the n-dimensional theorems of the next section, we 
treat here the one dimensional case as an example. Let 8 be the function 
defined for y > O by 

It is easy to see that if h(y) = e-"u2, then h = h. (We shall recall the 
proof briefly in the next section.) Furthermore, if f is in the Schwartz 
space, and b > O, and /b(y) = f(by), then 

! 1 A j 

b(Y) = b f(b- y). 
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From this and the Poisson formula in one variable, we find at once the 
functional equation of the theta function, namely 

Let s = u +it with u, t real. We have by definition 

re ) 100 
-y 8 dy 

8 = e y -· 
o y 

Let 
F(8) = 7r-•l 2r(8/2)ţ(8). 

00 

Let g(y) = L: e-n2"Y, so that 2g(y) = 8(y) - 1. Then from the above 
n=l 

integral for the gamma function, we obtain at once 

F(8) = 1oo x•l2g(x) dx 
O X 

f oo s/2 ( ) dx + foo -s/2 (1/ ) dx = X g X - X g X -· 
1 X 1 X 

The functional equation of the theta function immediately implies that 

F( ) 1 1 + Joo ( s/2 + (1-s)/2) ( ) dx 8 = ---- X X g X -· 
s-1 8 1 x 

The integral on the right converges absolutely for all complex 8, and 
uniformly for s in any strip o- 1 ;;;;; u ;;;;; o-2 • The expression on the right 
then defines F for all values of 8 ~ O, 1, and we see that 

F(8) = F(1 - 8). 

§2. A special computation 

Example 1. Consider the function 

h(x) = e-u2 , 

where x 2 = x · x as usual. We contend that h i8 self clual, i.e. 

Proof. We differentiate the Fourier transform 

h(y) = jh(x)e-2"ixy dx 
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under the integral with respect to y (we may assume for this proof that 
we are in the one variable case, since the Fourier transform splits into a 
product of 1-variable transforms), and we integrate by parts. We then 
find that 

dh(y) = -2nyh(y). 
dy 

Hence there exists a constant C such that 

h(y) = ce-"Y2. 

Taking the value h(O) shows that C = 1, thus concluding the proof. 

Example 2. N ext, let f be an arbitrary function in the Schwartz space, 
and let B be a non-singular real matrix. Then the function f B defined by 

!B(x) = j(Bx) 

is also in the Schwartz space, and using the change of variables formula 
for the multiple integral, we find immediately that its Fourier transform 
is given by 

- 1 - t -1 fB(y)=lfBITf(B y) 

where IIBII is the absolute value of the determinant of B, and 1B- 1 is the 
transpose of the inverse of B. This is clear since when we make the change 
of variables z = Bx, we have dz = JJBJJ dx, and 

The Poisson formula will be applied to a special kind of function j in 
the Schwartz space. Let Q be a positive definite quadratic form over the 
reals, on RN. 'Ve can write 

Q(x) = (Ax, x) 

where (, ) is the usual scalar product, x E RN, and A is a symmetric 
matrix, such that for all x rf O we have Q(x) > O. 

Let 
g(x) = e--,rQ(x). 

We can write A = B 2 for some symmetric operator B, and thus 

Q(x) = (Bx, Bx). 
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We are therefore in the situation arising from Examples 1 and 2, and we 
can apply the Poisson formula to g(x). We find: 

Or, if we let Q' he the quadratic form such that 

Q'(x) = (A-1x, x), 

then we can rewrite this formula in the form 

We shall apply this to a quadratic form ohtained arithmetically. 
Let k he a numher field, and a a fractional ideal of k. Let 

be a hasis of a over Z. We let 

a' = {aL ... , aN} 

he the dual hasis with respect to the trace. Then a' is a hasis for the 
fractional ideal 

where b is the different of K over Q. (Proposition 4 of Chapter III, §1). 
We let j = 1, ... , r 1 + 2r~ he indices for the conjugates of k in C. We 
write symholically 

and 

with real numhers x11 ••• , XN. 

Hecke's theta formula. Let c11 ••• , CN be real numbers > O, such 
that cr1+v = Cr1+v+r2 for 1 ~ v ~ r2. Let da be the absolute value of the 
discriminant of a, so that 
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Let 

-1/N {j) 2 ( N ) g(x) = exp -7rda 1~ cii~ 1 

and let 
E>(c, a) = :E g(x). 

xEZN 

Then we have the relation 

E>(c, a)= 1 E>(c-1, a'), 
v'c1 · · · CN 

where c-1 stands symbolically for c11, ••• , c}/. 

Proof. Let us put 
N 

' """ 1 (j) + (j) 12 Q(c,'a, X)= ~ Cj al X1 + · · · aN XN 
j=l 

= (Ac,aX, x). 

The VJ.t-COmponent of the matrix Ac,a is 
N 

L Cja~j)ă~). 
i=l 

253 

From Chapter III, §1, it is immediately verified that the inverse matrix 
of Ac,a is given by 

(A;;-;!x, x) = Q(c-I, a', x). 

Furthermore, the absolute value of the determinant is 

This yields ali the data needed to apply the Poisson formula in the form 
given above for the exponential of a quadratic form, and concludes the 
proof. 

§3. Functional equation 
It is convenient to deal with the zeta function associated with an ideal 

class. We shall follow Hecke (cf. also Landau), which gives an N-dimen­
sional version of one of the original proofs for the functional equation by 
Riemann. 

Let ~ be an ideal class of the ordinary ideal class group I/P. We define 

1 
ţ(s, m = L N'"• 

bE.lr U 
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for Re(s) > 1. Let a be an ideal in sr-1. The map 

b ~-tab = (~) 

establishes a bijection between the set of ideals in SI' and equivalence 
classes of non-zero elements of a (where two field elements are called 
equivalent if they differ by a unit). Let R(a) be a set of representatives 
for the non-zero equivalence classes. Then we may write 

where the sum is taken over representatives ~ of equivalence classes of 
non-zero elements of a. Let a1, . .. , aN bea hasis of a over Z. We write 

Xi E Z. 

Let Soo be the set of archimedean absolute values on k. For v E Soo we let 
u v be the embedding of k in kv, identified with R or C (in the complex 
case, we fix one identification which otherwise is determined only up to 
conjugacy). We let 

and also use this same notation when we let Xi be real numbers. 

Functional equation. Let SI' be an ideal class, N = [k: Q], dk the 
absolute value of the discriminant of k, 

Let 
A _ 2-r2 dl/2 -N/2 

- k 7r . 

F(s, sr) = A"r G)'l r(s)'2 ţ(s, m. 

Let ~~ be the ideal class of b- 1~- 1 , where b is the dijferent of kjQ. Then 
F(s, ~) is analytic except for simple poles at s = O, s = 1, and 

F(s, SI') = F(l - s, SI''). 

Proof. We shall obtain an integral expression for the zeta function, 
and also see that it is entire except for a simple pole at s = 1, for which 
we shall determine the residue. 

We recall that 

for Re(s) > O. 
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It will also be useful to note that if f is a function such that f(y)/y is 
absolutely integrable from O to oo, then 

r f(y) dy = r f(ay) dy 
lo Y lo Y 

for any number a > O. In other words, the integral is an invariant integral 
on the multiplicative group of positive reals, for the measure dy/y. Note 
that the gamma function is expressed as such an integral. This is relevant 
to the zeta function, because for instance 

(Here we made a multiplicative translation of f by a2.) 
Let 

be the absolute value of the discriminant of a. 
Let v be real. Let 

a 2 = 7rd;-l/NI~vl 2 , 

where ~ is one of our non-zero elements of a. Then we find 

(1r-112 d112NNa11N)s r 1(s/l2) = ("' exp(-7rd;-l/NI~11 I2y)y•l2 dy. 
~~~ 8 J o y 

Let v be complex. By a similar argument, we find 

(2-17r-l d1/NN,_2/N)s _!1~ _ r (- d-1tN21" 12 ) s dy 
k " ~~~~12•-Joexp 7rn t;vYY-y· 

Multiplying over ali v E S"', and letting y = ITYv be the variable in 
(r1 + r2)-space, with 

we obtain 

A•r(s/2r1r(sr2 ~:: = fo"' · · · fo"' exp( -?rd;11NL:Nvl~vi 2Yv)l!YII.12 :Y' 

where 

IIYII = IIY~·. 

For Re(s) ;:;;; 1 + a, the sum over inequivalent ~ ~ O is absolutely and 
uniformly convergent. Hence for Re(s) > 1 we find an expression for 
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F(s, .R'), namely 

F(s, .R') = A "r(s/2r1 r(sr2 ţ(s, .R') 

(1) 
= f"' ... f"' L exp( -7rd;;-11NLNvltvi 2Yv)IIYII" 12 dy · 

O O ~ER(a) y 

W e can abbreviate the notation to get a clearer picture of this expression. 
We let 

be the product of r 1 + r2 copies of the positive reals. Then we can write 

(2) F(s, .R') = J0 f(y)IIYII" 12 d*y, 

where d*y = dy/y, and fis the big sum over all ţ ~ O, ţ E R(a). 
Let V be the image of the group of units U inG. In other words, Vis 

the image of the map 

The kernel of this map is the group of roots of unity. Its image is con­
tained in the subgroup G0 consisting of all y E G such that IIYII = 1, and 
is a discrete subgroup. Furthermore, G0 /V is compact. Also, we can write 
G as a product 

because any y E G can be written uniquely as 

Y = tlfNc 

with tE R+ and cE G0 . Here c = (cv) and t 11Nc = (t 11Ncv). By chang­
ing variables, we could map G on Euclidean space Rr+ 1. We prefer to 
carry out the proof formally using the present notation. W e shall perform 
this change of variables at the end, to compute some needed constants. 
Observe that with the above product expression we have 

IIYII = t. 
We may write 

where d*c is the appropriate measure on G0 , and c = (cv) is the variable 
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in G0 . If we put indices j = 1, . .. 'rl + r2 then 

C = (eli ... 1 Cr1 +r2). 

Let E be a fundamental domain for V 2 in G0 • We have a disjoint 
decomposition 

and hence if w is the number of roots of unity in k, we get 

= r ( !_[@(t11Nc,a) -1jd*ct"12 ~~. Jo }Ew t 

W e split the integral from O to oo into two integrals, from O to 1 and from 
1 to oo. We let JJ.*(E) be the integral of 1 over E, with respect to d*c. 
We then find: 

F(s, m = ( ( !_ E>(t11N c, a)t" 12 d*c ~~ - Jl.*(E)2 
Jo }Ew t ~ 

+ r ( !_ [ @(t1/N C1 a) - 1] d*c t" 12 dt · J1 JE W t 

W e now use the functional equation of the theta function. W e see that 

E>(t 11N c, a) = ~ E>(t- 11N c-1, a') 

because llcJI = 1 (c is in G0 !). We transform the first integral from O to 1, 
with a small change of variables, letting t = 1/r, dt = -dr/T2 • Note 
that the measure d*c is invariant under the change c ~ c-1 (think of the 
isomorphism with the additive Euclidean measure, invariant under taking 
negatives). We therefore find that 

F(s, Sl') = 

(3) 
(' f !_ [E>(t1/N c, a) _ 11 d*c /2 dt _ JJ.*(E)2 J1 J E W t WS 

+ ("' ( !_[E>(t1/Nc,a') _ 1]d*c/;-" dt _ _!!:_*(E)2 . J 1 J E w t w(1 - s) 
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This expression is invariant under the changes 

and a~---+ a'. 

This proves the functional equation. 

Actually, our last expression yields more information on F(8, m. Indeed, 
the integrals are absolutely convergent for all complex 8, thus giving us 
an analytic expression for F(8, Sl'), disregarding the two simple polar 
terms at 8 = O and 8 = 1. 

W e shall now carry out explicitly the change of variables in the above 
proof, and compute p,*(E). Let Ut, ... , Urbe independent generators for 
the units modulo roots of unity, and let 

1 (1)1 1 (r+1>1 
1/i = ( Ui , • • • , Ui ) = (71i1 1 • • • , 7/i,r+1) 

be their images in G, so that 71 1 , ... , Tfr form a (multiplicative) Z-basis 
for V. Let 

be the map 
(t ) t1/N 2Zt 2Zr 

, Z 1, . • . , Zr 1--+ 711 · · · 1/r • 

Then our map is an isomorphism, and in terms of coordinates we have 

1/N 2Zt 2Zr 
Y j = t 711j • · • 1/rj , 

The Jacobian determinant is then immediately computed tobe 

where Ris the regulator. Hence (2) can now be written 

Thus the integral over G0 corresponds to an integral over Rr, and under 
our map, the fundamental domain E is the image of the unit cube (half 
closed) in this Euclidean space. The cosets of this unit cube with respect 
to the lattice of integral points zr in Rr correspond to the cosets of E 
with respect to elements of V2 in G0 • This shows that 
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This gives us the residue of F(s, $r): 

Theorem 1. The polar part of F(s, sr) at s = O and s = 1 is given by 

p,*(E)2 (-1- _ !) = 2r1 R (-1- _ !) . 
w s-1 s w s-1 s 

The zeta function ţ(s, sr) has a simple poZe at s = 1 with residue 

and no other singularity. 

Proof. The first statement is obtained by plugging in our value for 
p,*(E) in the expression (3). The second statement comes from evaluating 

So Theorem 1 drops out. 

W e ha ve obtained information on the zeta function of an ideal class. 
Taking the sum over the ideal classes immediately yields information on 
the zeta function itself, as follows. 

Theorem 2. Let 

Also, let 

Then 

and Fk has a simple pole at s = O and s = 1, with polar part 

( 1 1) A 
A s - 1 - 8 = s(s - 1) · 

The zeta function ţk(s) has only a simple poZe at s = 1 with residue equal 
to K. 

We shall now keep our integrals for t ~ 1, but put back the theta 
terms into the sums over ~. In fact, we had 

W = ab and N~ = NaNb. 
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We can make a similar construction for a' and hence we find that 

~yll~l 
+ ~yll~l 

Each sum over o is taken over the ideals in the given class. 
W e change variables, making the multiplicative translation 

f iJ;vi 2 
Yv = NJ;21N Yv· 

Then IIY'II = IIYII, and we find: 

Theorem 3. Let Tr(y) = L.NvYv· Then 

where the sum is taken over all ideals o ~ O. 

§4. Application to the Brauer-Siegel theorem 

Following Siegel, we shall show how the formula of Theorem 3 implies 
an asymptotic relation between the class number, absolute value of the 

discriminant, and regula tor of a number field k. W e denote these numbers 

as usual by hk, dk, and Rk, respectively. We let Nk = [k : Q]. We omit 
the subscript k if the reference to k is clear. 

For the statement of the next theorem, we assume something about 
the :c.eros of the zeta function, in order to see clearly the simple logical 

structure of the argument. Siegel showed in a special case how one can 

supplement this argument by the technique of L-series to get a proof in 

a wider class of cases, and Brauer extended Siegel's argument more gen­

erally, using some of his theorems on characters. We shall do this in 

Chapter XVI. 

Theorem 4. Let k range over a sequence of number fields such that 

Nk/log dk ~O. Assume that for some o > O, the zeta functions ţk(s) 
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have no zero8 on the interval [1 - 5, 1]. Then for thi8 8equence of field8, 

log(hkRk) ,.., log dt12 • 

Proof. We shall consider successively values of 8 > 1, and values of 
8 < 1 to get inequalities for hR. 

First take 8 real > 1, say 
1 

8= 1+-, 
a 

a~ 1. 

For this case, we disregard the sum over b in Theorem 3, except for the 
fact that it is ~ O. W e then see that 

8 ( 8 ~ 1) ~ A "f(8/2)'1f(8)'2.\k(8). 

For 8 near 1, the gamma factors f(8/2) and f(8) are bounded. Further­
more, using the series expression for .\Q(8), comparing it with the integral, 
we have 

W e also ha ve the obvious bound 

Using the value for "A we find 

for some universal constant C. Taking the log yields 

log hR < N 1 N 
log dl/2 = log dl/2 log C + 1 +-;:;;+log dl/2 log(1 +a). 

Given E, we selecta so large that 1/a < E. We then select k in the sequence 
so that Nk/log dt12 is close to O. This proves the right-hand side of the 
type of inequality we want to prove, and we note that the zeros of the zeta 
function have played no role in this inequality. 

W e now work on the other si de, taking 8 < 1 and 8 close to 1. This 
time, we use only one term of the sum in Theorem 3, namely that term 
corresponding to the ideal b = o. U nder our hypothesis on the zeros of 
.lk(8), we conclude that Fk(8) < O for 8 < 1 and 8 close to 1. We let 
s = 1 - e/N. We restrict the integral to the region defined by the 
inequalities 
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We disregard the term with IIYII 0 -sl/ 2, and give Yi its lower bound in this 
region. We then obtain at once an inequality 

C(E)-Nd1' 2d-·12 ~ hR. 

Taking the log and dividing by log d1' 2 yields 

-N loghR 
log dl/2 log C(E) + 1 - E ~ log dl/2 

Letting E be small, we let k be so large that N /log d1' 2 is very small. This 
yields the opposite inequality, and concludes the proof of Theorem 4. 

The arguments we have just given will be repeated completely in 
Chapter XVI, so that the reader can compare the use of the adelic integral 
expressions of the zeta function with the use of Theorem 3. 

§5. Applications to the ideal function 

W e shall see how the functional equation of the zeta function can be 
used to give growth estimate on vertical lines. For this we need some 
classical facts of complex variables, essentially of Phragmen-Lindelof type. 
W e shall then see how the behavior of zeros in the critica! strip affects 
these growth estimates, and also affect the ideal function. The analytic 
techniques developed are standard and elementary, essentially at the level 
of Cauchy's Theorem and its immediate corollaries. 

Phragmen-Lindelof Theorem. Let f(8) be holomorphic in the upper 
part of a 8trip: a ~ u ~ b, and t ~ t1 > O. A88ume that f(8) i8 O(e1a) 
with 1 ~ a, and t -t oo in thi8 8trip, and that f(8) i8 O(tM) for 8ome 
real number M ~ O, on the 8ide8 of the 8trip, namely u = a and u = b. 
Then f(8) i8 O(tM) in the 8trip. In particular, i.f f i8 bounded on the 8ide8, 
then f i8 bounded on the 8trip. 

Proof. The general statement reduces to the special case when f is 
bounded on the sides, by considering the function f(8)/~ instead of f(8). 
\Ve now prove this special case, and assume that f is bounded on the si des. 
Without loss of generality we can take t1 large, so that 8 = arg 8 is clo~e 
to -rr/2. We select an integer m = 2 (mod 4) such that m > a. If 8 = re'9, 

then 
8"' = r"'(cos m8 + i ·sin m8), 

and m8 is close to -rr. Consider the function 

g,(8) = (J(8) = .f(8)e•·•"', 

wit.h E > O. Then t.herc is a constant B such that for largc t we have 
a m • lo(s)l ~ Be' e" cos"'". 



[XIII, §5) APPLICATIONS TO IDEAL FUNCTION 

Consequently for large t 2 , the function g(s) is 
bounded by B on the horizontal segment t = t 2 , 

between the verticallines u = a and u = b. 
On the vertical sides of the rectangle shaded in 

Fig. 1, g(s) is bounded since f(s) is bounded, and 
e.tmcosmO is ~ 1. Hence g(s) is bounded on the 
boundary of the rectangle, consequently inside 
the rectangle, and in fact lo(s) 1 ~ B inside this 
rectangle. Hence we get 

inside the rectangle. This is true for every E > O, 
and hence 

lf(s)l ~ B 

inside the rectangle. Our theorem is proved. 

263 

a b 

Figure 1 

In the Phragmen-Lindelof theorem we were interested in the crude 
asymptotic behavior for large t. In the next theorem, we want a more 
refined behavior, and so we must assume that the function is holomorphic 
in a whole strip. 

First convexity theorem. Let s = u + it. Let f be holomorphic and 
bounded on the strip a ~ u ~ b. For each u let 

M,(u) = M(u) = sup if(u +it)!. 
t 

Then log M(u) is a convex function of u. 

Proof. W e must show that 

We first consider the case when M(a) = M(b) = 1. We must show that 
M(u) ~ 1. Suppose that lf(s)l ~ B in the strip. For E > O, let 

1 
g,(s) = 1 + E(s - a) 

Then the real part of 1 + E(s- a) is ~ 1, so that lo.(s)l ~ 1. Also, 
fort ~ O, 

and therefore 

lo.(s)l ~ E~l ' 

B 
lf(s)g,(s)l ~ E[tf · 
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Let E be small, and select t = ±B/E. On the boundary of the rectangle 
with sides at (f = a, (f = b, with top and bottom ±B/E, we find that 
lfg.l is bounded by 1. Hence lfg.l ~ 1 on the whole rectangle. Letting E 

tend to O we get what we want, namely, 1!1 ~ 1 on the strip. 
In general, let 

b-a a-a 

h(s) = M(a)b-aM(b)b-a. 

Then h is entire, has no zeros, and 1/h is bounded on the strip. We have 

!h(a +it)! = M(a) and !h(b +it)! = M(b) 

for ali t. Consequently, 

Mr,k(a) = Mr,k(b) = 1. 

The first part of the proof implies that lf/hl ~ 1, whence 1!1 ~ lhl, thus 
proving our theorem. 

Corollary. (Hadamard Three Circle Theorem.) Let f(z) be holo­
morphic on an annulus a ~ Iz! ~ {3, centered at the origin. Let 

M(r) = sup lf(z)!. 
lzl=r 

Then log M(r) is a convex .function of log r. In other words, 

log {3/a log M(r) ~ log {3/r log M(a) +log r/a log M(/3). 

Proof. Let f*(s) = f(e"). Then f* is holomorphic and bounded on the 
strip a ~ q ~ b, where ea = a and eb = {3. W e simply apply the theorem, 
to get the corollary. 

In the next corollary, we analyze a growth exponent. Let f be holo­
morphic in the neighborhood of a vertical line (f +it, with fixed q, and 
suppose that 

J(q + it) « IW 

for some positive number 'Y. The inf of all such 'Y can be called the growth 
exponent of f, and will be denoted by 1/t(q). Thus 

J(q +it) « !t·I..Z,<o->+• 

for every E > O, and 1/t(q) is the least exponent which makes this inequality 
true. 
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Second convexity theorem. Let f be holomorphic in the strip 
a ;;;;:; q ;;;;:; b. For each q assume that f(q +it) grou·s at most like a power 
of Iti, and let 1/;(q) be the least number ~ O for which 

f(q+ il) « ltl<f(oH• 

for every E > O. Assume for simplicity also that f(q +it) « el tia in the 
strip, with some a, 1 ;;;;:; a. Then 1/;(q) is convex as a function of q, and in 
particular is continuous on [a, b]. 

Proof. The Phragmen-LindelOf Theorem shows that there is a uniform 
M such thatf(q +it) « ltiM in the strip. Let L.(s) be the formula for the 
straight line segment between 1/;(a) + E and 1/;(b) + E; in other words, let 

b-s s-a 
L.(s) = b _a [1/;(a) + E J+ b _a [1/;(b) + E]. 

The function 
f(s)( -is)-L•<•> 

is then immediately seen to be bounded in the strip, and our theorem 
follows, since we get 1/;(q) ;;;;:; L.(q) for each q in the strip, and every E > O. 

Remark. W e wish to apply the second convexity theorem to the case 
of a function which satisfies the hypotheses of this corollary, except for 
the presence of a few poles, say the zeta function of a number field k, 
which has a pole of order 1 at s = 1. In that case, we consider 

f(s) = (s- 1)ţk(s). 

If for some q we know that outside a neighborhood of the pole, 

then 

Furthermore 1/;(q) is best possible for the zeta function, outside a neighbor­
hood of the pole, if and only if 1/;(q) + 1 is best possible for the function f. 
The convexity of 1/; follows from the convexity of 1/; + 1, so that our rcsult 
applies to the zeta function. 

We shall deal with a fixed number field k, so that we sometimes write 
1/;(q) instead of 1/lk(q). 1 am indebted to Bombieri for the following formulas 
concerning 1/lk(q), and for pointing out Theorem 5. Bombieri tells me 
that the arguments go back to Hardy-Littlewood (1917). They are given 
in Titchmarsh's book on the zeta function (e.g. Chapter XIV) for the 
case k = Q. They also apply to a wider class of zeta functions and Dirichlet 
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series. Cf. L. Goldstein's paper, Acta Arithmetica (1969), pp. 205-215. 
Since the zeta function is bounded for u ~ 1 + a, a > O, it follows that 

1 1/!k(u) = O if (f > 1. 1 

Let k bea number field of degree N over Q. For any real u, the gamr •• a 
function satisfies the asymptotic relation 

this being obvious from the simplest form of Stirling's formula. Here, 
C(u) is a constant depending on u. (We won't even require that it can be 
taken uniform in a strip.) From the functional equation, we see that for 
any s away from the poles, say away from the real axis, we have 

For a fixed u, the term A 1- 28 is bounded, as a function of t. If 1/!k(u) exists 
for some u, then using the asymptotic formula for the gamma function, 
we conclude that l/lk(1 - u) also exists, and we have the relation 

Since 1/!k(u) = O when u > 1, we conclude that 1/!k(u) exists when u < O. 
The Phragmen-Lindelof theorem then implies that 1/!k(u) exists for aii u. 
We can therefore apply the convexity theorem, and we see that the graph 
of 1/!k looks at worst like this: 

o t 

Figure 2 
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(Recall that a convex function on an open interval Js necessarily 
continuous.) 

The graph may in fact look better. W e shall see that if we assume 
the Riemann Hypothesis, then in fact the graph follows the dotted line 
to !, and that 1h(u) = O if u ~ !-

Theorem 5. lf ţk has no zero for u ~ {3 > !, then ifik(u) = O .for u ~ {3. 

Proo_f. First observe that log ţk(s) is analytic for u ~ {3. We have 

uniformly in a strip a ~ u ~ b and {3 < a, excluding a neighborhood of 
the poles, or say for [t[ ~ t1 > O. 

The next lemma is the standard way of showing how to bound a holo­
morphic function by its real part. Recall that the real part of a holomorphic 
function .f satisfies the maximum modulus principle (for instance, look 
at ef<zl). 

Lemma (Borel-Caratheodory). Let f be holomorphic on a closed disc of 
radius R, centered at the origin. Let llfll, = max lf(z) 1 for lzl = r < R. 
Then 

2r R + r 
llfllr ~ R _ r supR Ref+ R _ r lf(O)[. 

Proof. Let A = supR Ref. Assume first that f(O) =O. Let 

.f(z) 
g(z) = z(2A- .f(z)). 

Then g is holomorphic for [z[ ~ R. Furthermore, if [z[ = R, then 

[2A - .f(z)[ ~ [f(z)[. 

Hence [[g[[ R ~ 1/ R. By the maximum modulus principle, we ha ve 
[[g[[, ~ Il oii n, and hence, if [te[ = r, we get 

i.f(w)l < _!_, 
r[2A - .f(w)l = R 

whence 

if(w)[ ~ ~ (2A + i.f(w)[), 

and therefore 

llfllr ~ R 2r r A, 

which proves the lemma in this case. 
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In general, we apply the preceding estimate to the function 

h(z) = f(z) - f(O). 

Then 

supR Re h ~ supR Ref+ lf(O) 1, 

and if lwl = r, we get 

Jj(w) - f(O)J ~ R 2r r [A+ Jj(O)J], 

whence 

Jj(w)J ~ R 2r r [A+ lf(O)IJ + lf(O)j 

thereby proving the lemma. 

We apply the lemma to the function f(s) = log ţk(s), and to circles 
centered at the point C + it for C large, passing through the points a + it 
and b + it, with ţj < a < b. W e then see that 

jlog ţk(b + it)J «log JtJ, t ---? 00. 

-----------r-----------

!Hit a+it b+it c+it 
-------------R-------------

Figure 3 

Indeed, for C large, ţk(s) is close to 1 in the half plane u ~ C. 
Actually, we want log ţk to behave like a power (log JtJ)'Y with 'Y < 1. 

To see this, we use the three circles with center at C +it, passing through 
a+ it, b +it, and B +it, with B large and close to C, as on the next 
figure. 

-rl-

!Hit a+it b+it B+it C+it 
-----------72-----------

-------------ra-------------

Figure 4 
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The Hadamard Three Circle Theorem then shows that 

with 

This proves Theorem 5. 

C-b 
log C- B 

'Y=---< 1. C-a 
log C- B 
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Remark. Of course, we have proved something stronger, namely that 
for u > {3, \Ve have 

and we can play the same game with cp(u) as "·e did with 1/;(u), namely 
show that it is convex in rr, as in Titchmarsh, thus giving rise to a third 
convexity theorem. We use the technique of the Phragmen-Lindelof 
Theorem, and the auxiliary function 

(log( -i8) )-L<•>. 

However, we won't need this here. 
W e apply Theorem 5 to the problem of estimating the number of 

ideals with norm ~ x. W e need another lemma from complex variables. 
First, we give an approximate formulation of the lemma. We have: 

12+ioo 8 {1 1 y 
-. -dx= i 
211"?- 2-ioo 8 O 

if y > 1 
if y = 1 
if o < y < 1. 

This is a useful formulation to remember the formalism of what goes on, 
but we need a more precise value for the manner in which the integral 
converges, depending on y. 

Lemma. lV e have 

12+iT 8 
1 y 
-. -dx= 
211"?- 2-iT 8 

f ( y2 ) 1+0 --
T ·l~g y 

o+o( Y ) l T ·log y 

if y > 1 

if o < y < 1. 
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Proof. In the case y > 1, we take an integral over a rectangle as shown 
on Fig. 5. 

2+i'l' 

-.l o 2 

2-i'l' 

Figure 5 

W e shall let A ~ CLJ. The function y• / s has residue 1 at s = O, thus 
giving us the contribution of 1. W e must then estima te the integral over 
the top, bottom, and left side of the rectangle. 

As for the top, the integral is estimated by 

Y < 1 rr !2 rr !2 
-A lu + iTI du = T -A Y du. 

Letting A tend to infinity, we see that this integral is bounded by 
y2 jT log y. The bottom is estimated similarly. 

As for the left-hand side, the integral is estimated by 

!T 
y-A 2T 

-T i=A +iti dt ~ A-' 

which tends to O as A goes to infinity. This yields the estimate of the 
lemma when y > 1. 

If O < y < 1, \Ye take a rectangle going to the right. Then there is no 
residue, so 1 is replaced by O. The estimates on the bottom and side of 
the rectangle are carried out as before to yield the analogous estimate. 

If y = 1, then one deals directly ,,·ith the integral 

f 2+iT !T !T . 1 o 1 o 2 - ~t 
. - ds = ~ 2 +-:-t dt = ~ 4 +l2 dt. 2-•T S -T ~ -T 
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Since t is an odd function, the term with -it cancels. The integral of 
1/(4 + t2 ) is an arctangent, which gives the desired result. We won't 
need this case in the applications, however. 

Theorem 6. Let jk(x) be the number of ideal8 of k with Na < x. A88ume 
that fk(8) ha8 no zero for q ~ b, where ! < b < 1. Then for every e, 
we have 

where Pk i8 the re8idue of fk at 8 = 1. 

Proof. W e consider the integral 

1
2+iT 8 1 X 

2---: fk(8) - d8. 
1n 2-iT 8 

There is no problem of convergence, which is absolute, and such that we 
can replace the zeta function by the sum I:1/Na", as well as interchange 
the sum and the integral. In view of the lemma, we have to deal with the 
two sums 

~ 12+iT ( X )" 1 LJ - -d8 
Na<x 2-iT Na 8 

and 

~ 12+iT ( X )" 1 LJ - -d8. 
Na>x 2-iT Na 8 

W e take x to lie exactly between two integers, and use the lemma with 
y = x/Na. In the estimate, the term log y comes close to O when Na 
comes close to x, but even in the worst possible case when Na may differ 
from x by !, log(x/Na) behaves like x. Hence 

~ 1 X 8 1 . X 12+iT ( 3 

Na<x 27ri 2-iT Na) 8 - Jk( ) + (r) LJ- - -d8- x O - · 

AII we have to do is pick T large, say T = x3 , to make the error term 
negligible. (We used the fact that the order of magnitude of jk(x) is at 
most a constant times x, thus giving an upper bound for the number of 
terms in the above sum.) 
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For the sum with Na > x, we estimate each term using the lemma, 
namely 

r+iT (-X )" ! d8 « (_3-)2 ~1~ J 2-iT Na 8 Na 1' · log(x/Na) 

1 x 2 

« -Na-2 T · log(x/Na) 

Again, log(x/Na) behaves at worst like x. Selecting T = x3 and summing 
over all a yields an estimate « ţk(2), i.e., a bound for our sum. Thus our 
integral (*) yields essentially jk(x), up to a bounded term. 

N ow we use Theorem 5, and move the integral to the left. If we had 
the Riemann Hypothesis, we would move the integral to the line O" = ! + E. 
As it is, take any b with ! < b < 1 so that ţk has no zero for O" ~ b. Then 

for every E by Theorem 5. Consequently, shifting the integral (*) to the 
line O" = b, we pick up a residue of PkX at 8 = 1. This gives us the main 
term for jk(x). The error introduced is given by the integral on the top, 
bottom, and left-hand side of the rectangle on Fig. 6. 

iT 

t b 1 2 

-iT 

Figure 6 

The integral on the left-hand side of the rectangle is bounded by 

J:r lţk(b + it)l lb ~iti dt « xbr•J:r lb ~iti dt 

« xbr• log T. 
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With our choice of T = x3 , we find an error of xb+•. For instance, on the 
Riemann Hypothesis, our error term is 

The integral over the top, say, is estimated by 

i21.\k(u+iT)I lu~.,.iTI du«'f,x2, 

which is small. This proves our theorem. 

Appendix. Other applications 

Zimmert [Zi 81] has used Hecke's expression for the zeta function and 
the functional equation to give a better upper bound for the norm of an 
ideal in an ideal class than would come out from the Minkowski constant; 
to give a better lower bound for the discriminant; and also especially to 
give a lower bound for the regulator, showing that it tends to infinity 
exponentially with the degree. Using some of Zimmert's ideas, Skoruppa 
[Sk 93] was able to give a remarkably simple proof of the following 
inequality, which is a special but important case of Zimmert's results. 

Theorem 7. Let g(s) = 2-''r(s/2Y'r(sY2 • Let R = Rk resp. w = wk be the 
regulator of k resp. the number of roots of unity in k, as usual. Then for 
any real number s > 1, we have 

R s(s- 1) -;;:; e-s/(s-l)g(s)e-sg'jg(s). 
w e 

Taking special values of s shows that 

with some positive constants a, b, c. One can pick values of s which 
maximize the right side, for instance as in Skoruppa, taking s = 4/3, one 
finds 

c = 0.00299, a = 0.48, b = 0.06. 

Zimmert, with his refinement, finds the constants 

c = 0.02, a= 0.46, b = 0.1. 

A bibliography giving other people's previous results in those directions 
will be found in [Zi 81]. 



CHAPTER XIV 

Functional Equation, Tate's Thesis 

This chapter is essentially Tate's thesis, \Yhich has also appeared 
(finally) in the Brighton conference volume. 

W e first treat the local duality theory of local fields, i.e. completions of 
number fields under an absolute value. In §1 we give the additive theory 
and in §2 the multiplicative theory which are used later. 

In §3 we give the local functional equation, and in §4 \Ye perform certain 
local computations and tabulate special zeta functions, namely those used 
in practice. In §5 we discuss Haar measure and integration on restricted 
direct products, and in §6 we discuss the additive global duality theory. 
The main result here is that the adele group is self-dual, and that the 
additive discrete group of k embedded in it is its own orthogonal comple­
ment. Thus one may apply the Poisson summation formula to this situa­
tion (do ne in §7) and thereby get instantly the functional equation for the 
L-series, in an abstract form. We get actually more (as in the classical 
theory), since we express these as an everywhere convergent integral plus 
a simple term involving possible simple poles at s = 1 or s = O. 

Finally in §8, we make the results of §7 explicit, and tabulate various 
identities useful for reference in the subsequent applications. 

One more word on notation. If G is a locally compact commutative 
group, we denote by lnv(G) the set of complex valued functions f on G 
which are continuous, in L 1 ( G), and such that the Fourier transform J 
is also continuous and in L 1 ( G). The Fourier inversion formula then holds 
for such functions for some choice (unique) of Haar measure on â de­
pending on the choice of Haar measure on G. Such a pair of Haar measures 
is then called self-dual, and throughout our theory we shall always select 
the additive measures tobe self-dual. 

We shall use frequently the fact that if X is a character on a compact 
group G, then 

fa x(x) dx = {~ensure of G if X= id. 
if X ~ id. 

Since this fact is trivial, we recall its proof. If X ~ id., there exists an 
element y of G such that x(y) ~ 1. Making the translation by y does 

275 
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not change Haar measure, and hence 

fa x(x) dx = fa x(x + y) dx = x(y) fa x(x) dx. 

Subtracting and using X(y) ~ 1 gives what we want. 

§l. Local additive duality 

Let k = kv now denote the completion of a number field under the 
absolute value v. We call k a local field. Then k is either the real numbers, 
complex numbers, or a p-adic field, and v is described by the same terms. 
W e denote by 1 lv the normalized absolute value, inducing the ordinary 
absolute value on the reals if v is archimedean, and the p-adic absolute 
value IPiv = 1/p if v is p-adic. If Nv = [kv : Qvl is the local degree, then 
we set 

llxllv = lxl~" · 
If v is p-adic, and Np denotes the number of elements in the residue class 
field o/p of le, then 

where v = ordp x. 
Suppose for the moment that le = Qv. W e define a non-trivial character 

on the additive (locally compact) group of k as follows. 
If v is real, we put 

X0 (x) = -x (mod 1). 

If v is p-adic, and Zp, Qp denote the p-adic integers and p-adic field 
respectively, then there is a canonica! embedding of Qp/Zp into Q/Z, 
namely onto that subgroup of Q/Z having only powers of p in the de­
nominator. Viewing Q/Z as embedded in R/Z = reals mod 1, we let Xo 
be the composition of these homomorphisms, sending Qp into R/Z: 

If le is a finite extension of Qv and Tr = Tr~" is the trace, then the 
homomorphism 

X= X0 o Tr 

is a continuous, nontrivial homomorphism of le into the reals mod 1. 

Theorem 1. Let k be a local field. Then the bilinear map 

(x, y) t-+ e21riX(xyl 

induces an identification of the additive group of le u·ith its ou:n character 

group. 
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Proof. It is easily verified that the pairing is continuous, and that the 
kernels on both sides are trivial, i.e. = O. This induces a natural map of k 
into k which is injective, continuous, and dense. It is in fact bicontinuous, 
because if the character Ax given by 

A.x(Y) = e2"i~<xyl 

is very close to 1, it must take on values close to 1 on a large compact 
subset of k. One sees at once that in that case, x must be close to O. From 
this it follows that the image of k in the character group is complete, and 
hence closed. The map is therefore surjective and the theorem is proved. 

In choosing a Haar measure on k, we choose one which is self-dual. 
W e shall choose: 

dx = ordinary Lebesgue measure on the real line if k is real. 
dx = twice the ordinary Lebesgue measure if k is complex. 
dx = that measure for which the integers o of k get measure (N1>)- 112 

if k is p-adic. 

Here as usual, 1> = 1>p denotes the local different, i.e. the ideal such that 
~-l is the orthogonal complement of o in the pairing of Theorem 1. 

lf p, denotes any Haar measure on k, and if a E k* is a non-zero element 
of k, then 

p,(ao) = Jla[[.u(o), 

or symbolically, d(ax) = [fa[[ dx. 

Our assertion is clear if v is archimedean, and if v is p-adic, it suffices to 
verify it when a = 1r is a prime element. In that case, 1r0 is of index Np 
in o, and is an open subgroup of o. Thus our assertion is obvious. 

Theorem 2. lf we define the Fourier transform! of afunctionf in L 1 (k) by 

j(y) = jf(x)e-2"-i~(xy>dx, 

then with our choice of measure, the inversion formula 

Î(x) = f( -x), 

holds for fin Inv(k). 

Proof. We need only establish the inversion formula for one non-trivial 
function, since from abstract Fourier analysis we know it is true save 
possibly for a constant factor. For k real, we can take f(x) = e-"x2, 

for k complex, f(x) = e-2 " 1x 12, and for k p-adic, f(x) = characteristic 
function of o. We leave the details of the computation to the reader 
(cf. §4). 
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§2. Local multiplicative theory 

The units Uv = U of our local field are the kernel of the homomorphism 

a~ llall 
for a E k*. If vis ţl-adic, then U is a compact open subgroup of k*, and 
it is always a compact subgroup of k*. 

By a quasi-character of k* we mean a continuous homomorphism c 
of k* into the multiplicative group of complex numbers. A character is 
thus a quasi-character of absolute value 1. W e say that c is unrarnified 
if it is trivial on U. 

Proposition 1. The unramified qua8i-character8 are the map8 of the form 

where 8 i8 any complex number; 8 i8 determined by c ij v i8 archimedean, 
and i8 determined only mod 27l"i/log Np ij v i8 p-adic. 

Proof. An unramified quasi-character depends only on !laii- Use the 
fact that 

or k*""' U X Z 

according as v is archimedean or not. In the ţl-adic case, the decomposition 
is of course not canonica!, and depends on the fact that once we have 
selected an element 1!" of order 1, then any element a E k* can be written 

for some integer r and a unit u. 
Any quasi-character c restricted to the units U determines a character 

on U, since U is compact. Conversely, given a character X of k*, the 
function 

c(a) = x(a)llall" 
is a quasi-character. 

If vis archimedean, and X a character of k*, "·e can "·rite 

where m = mv(X) is an integer, m = O or 1 if vis real, <P = <Pv(X) is a real 
number, and m, <P are uniquely determined by X. 

If v is ţl-adic, then the subgroups 1 + ţl" (v ~ O) form a fundamental 
system of neighborhoods of 1 in U. Any quasi-character c must therefore 
vanish on one of these subgroups, and we call the ideal 
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the conductor of c if m is the smallest integer for which c(1 + ~m) = 1. 
(If m = O, then by definition, f = o.) 

To use a unified notation for the archimedean and non-archimedean 
case, we shall refer to the integer mv(X) or ordp fx = mas the ramification 
degree of c, or X. 

Selecting a prime element 1r in case v is ~-adie, and a decomposition 

or k*""' U X Z 

we let a' be the U-component of an element a E k* (so a' = a/lai if v is 
archimedean). We let c' be the restriction of c to U. Using elementary 
results concerning R+ orZ, we get: 

Proposition 2. The quasi-characters of k* are the maps of the form 

a~ c(a) = c'(a')llall", 

where c' is any character of U, uniquely determined by c. The complex 
number s is determined as in Proposition 1. 

The real part of s in Proposition 2 is uniquely determined by the quasi­
character, and will be called its real part or also Re(c). 

Now for Haar measure. If g(a) is in Cc(k*) (continuous functions with 
compact support), then g(x)llxll- 1 is in Cc(k+- O) = Cc(k- O). Hence 
we may define on Cc(k*) a non-trivial functional 

g ~ r g(x)llxll- 1 dx, 
h-o 

which is obviously invariant under multiplicative translation, is positive, 
and thus comes from a Haar measure. Passing to the limit, we have: 

Proposition 3. A function g(a) is in L 1 (k*) if and only if g(x) llxll- 1 

is in L 1 (k - O), and for such functions, we have 

r g(a) dia= r g(x)llxll-1 dx, h* lk-0 

where dia is the measure on k* Just mentioned, and dx is the measure on 
(the additive group of) k. 

In fact it will be convenient to take a Haar measure on k* which differs 
from the above by a constant in the ~-adie case, and gives the units mea­
sure 1 in general. Thus we take: 

* da 
d a= rra~ if v is archimedean. 

d*a = N~ da 
N~-1 W if v is ~-adie. 
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Proposition 4. lf vis p-adic, then fu d*a = (N~)-1 ' 2 . 

Proof. This is seen immediately, taking into account that Ilai! = 1 if 
a E U, that the units are the complement of p in o, together with the 
definition of the additive Haar measure in §1. 

§3. Local functional equation 

In this section, f(x) denotes a complex valued function on k+, and f(a) 
its restriction to k*. We consider functions satisfying the following con­
ditions: 

Ziv. f(x) andf(x) are continuous and in L 1(k+). 

Z2v. f(a) Ilai! O' and J(a) li a ilO' are in L 1 (k*) for u > O. 

For such functions, and a quasi-character c, we define a zeta function: 

ţ(f, c) = Jf(a)c(a) d*a. 

If c(a) = x(a)l!al! 8 , where X is a character of k*, then we also write 

ţ(f, X, s) = Jf(a)x(a)l!all 8 d*a. 

Once X is fixed, our zeta function can be viewed as a function of a complex 
variable, which in view of our hypotheses on f, is holomorphic for Re(s) 
(or Re(c)) > O. In this domain, one sees immediately that one can 
differentiate under the integral sign. Two quasi-characters are called 
equivalent if we have c1(a) = c2(a)\\all 8 t for some complex number St. 

W e can view a zeta function as a complex valued function on equivalence 
classes of quasi-characters, and it is clear what is meant by analytic con­
tinuation on these. 

If c is a quasi-character, we define e(a) = l\a\ic-1(a). The functional 
equation will come from the following fundamental Lemma. 

Lemma. For any quasi-character in the domain O < Re(c) < 1, and 
two functions J, g satisfying Ziv and Z2v, we have 

ţ(f, c)!(O, e) = ţ(f, e)ţ(g, c). 

Proof. We can write ţ(f, c)!(O, e) as an absolutely convergent double 
integral over k* X k*, namely: 

JJ f(a)g(b)c(ab- 1 )libll d*a d*b. 
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The measure is invariant under shearing automorphism (a, b) ~ (a, ab), 
and our integral is thus equal to 

jjf(a)0(ab)c(b- 1 )llabl/ d*a d*b. 

Writing down the definition of O and the multiplicative measures d*a d*b 
we get (up to an obvious constant factor) 

Jjjf(a)g(x)c(b- 1)e-2"i'A(axb> dx da db, 

which is symmetric in f and g. This proves our Lemma. 

If we can show that there exists o ne function f for which ţ(J, c) is not O, 
then the quotient ţ(f, c)jţ(j, c) is defined and does not depend on the 
functionf. We shall denote it by p(c). In the next section we shall exhibit 
for each equivalence class of quasi-characters on a local field a function f 
for which p(c) is defined. We thus get: 

Theorem 3. A zeta function has an analytic continuation to the domain 
of all quasi-characters given by a functional equation of the type 

ţ(f, c) = p(c)ţ(j, c). 

The factor p(c), which is independent of the function f, is a meromorphic 
function defined in the domain O < Re(c) < 1 by the functional equation, 
and for all quasi-characters by analytic continuation. 

From the functional equation, we get the following properties: 

1. p(c)p(c) = c( -1). 

2. p(c) = c( -1)p(c) 

3. If Re(c) = !, then lp(c)l = 1. 

Proofs. For the first, we have 

and 
ţ(f, c) = p(c)ţ(J, c) = p(c)p(c)ţ(Î, e), 

ţ(f, c) = c(-l)ţ(Î, e), 

using the fact that Î = f- and e = c. The first property follows. For 
the second, we have 

ţ(f, c) = ţ(], c) = p(c)ţ(f, ~) 

= p(c)c(-1)ţ<], e) = p(c)c(-1)ţ(j, c), 
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and 
ţ(f, c) = p(c)ţ(J, c), 

so that the second property follows. As to the third, if the exponent of c 
is equal to !-, then 

c(a)c(a) = lc(a)l 2 = c(a)c(a). 

Hence c(a) = c(a). Using the first two properties yields 

p(c)p(c) = 1, 

which proves the third property. 

In the next section, we give explicitly, for each class of quasi-characters, 
a weight function fc which makes the zeta function ha ve the usual shape, 
and in particular, defines p(c) 

§4. Local computations 

v archimedean. W e use the following notation: 

x = k:-variable 

dx = N. times Lebesgue measure 

Given any character X of k:, we have 

a= k:-variable 

d*a = da/llall· 

where m = mv(X) and cp = cpv(X). If vis real, m = O or 1. 
Weput 

lf vis real, 

lf v is complex, 

Sv = Sv(X) = Nv(S + icp) +Imi, 
Sv = Nv(1 - 8- icp) +Imi. 

if m ~O 
fx.·v(x) = { 

1 -Imi -27rlxl 2 
-x e 
271" 
1 Imi -27rlxl 2 

--x e 
271" 

if m ~O. 

Observe that our functions fx.v depend only on m, and thus may be de­
noted by fm = fm.· If c is a quasi-character, and X the associated character 
on the units, then we write fc = fx· 
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Theorem 4. With the above notation, we have in all cases, putting 
c(a) = x(a)llall": 

/m(X) = ilmlf-m(X) (if V real, f-m = fm) 

ţ(fc, c) = ţCfx.v, X, s) = (N"7r)-••12f(s"/2) 

ţ(/c, e) = ţcJx.v, x, 1 - s) = i 1m 1(N"7r)-,;·12r(s"/2). 

Proof. If v is real, our first assertion concerning J is easy and is left to 
the reader. 

For the zeta functions, we use repeatedly the definition of the Gamma 
function: 

r(s) = fo"' e-uu•-l du. 

The computations are also quite simple and are again left to the reader. 
For v complex, things are slightly harder. We establish the formula 

for /m first for m ?; O by induction. To fit classical notation, let us use z 
as a complex variable, 

z = x + iy = rei6• 

For m = O, we break up the Fourier integral into two real integrals and 
use the classical formula 

! "' 2+2 . 2 e-.-u .-u;u du= e-.-x . 
-oo 

Assume we have proved our formula for some m ?; O, so we have 

Writing this out, \Ve get 

Applying the operator D = (47ri)- 1[ajax + i(ajay)] to both sides (a 
simple task in view of the fact that since zm is analytic, D(x + iy)m = O) 
we obtain our contention for m + 1. The induction step is carried out. 

To handle the case m < O, we put a roof on the formula 

J_m(z) = i 1m1fm(z), 

which we have already proved, and remember that f(z) = f( -z). 
For the assertions concerning the zeta functions, we may assume with­

out loss of generality that cp = O, and that our character x is of type 
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Cm(a) = eimB. Then 

from which our assertion follows immediately after a change of variables. 
The function ţ( j, e) is now computed using the first part of our theorem 
and the definitions. 

v p-adic. We use the following notation: 

x = k;;'--variable 

dx gives o measure (N~)-1 ' 2 

a = kt-variable 

d*a = Np da 
Np -1 w· 

We denote by mx.v = m the order of the conductor of a character x, 
so m G; O. As in the archimedean case, our functionfx.v depends only on 
this integer, and in fact, we put 

X E ~-1f~1 

X f1_ ~-1f;1 

(~ and fx should of course carry the index p). 
For convenience of notation, we write ~x = ~fx· 

Proposition 5. W e have 

x == 1 (mod fx) 

x ~ 1 (mod fx). 

Prooj. This comes immediately from the fact that the integral of a 
character over a compact group is JJ.(G) or O according as the character 
is trivial or not. (The compact group here is (~x)- 1 .) 

We observe thatf0 is the characteristicfunction of~- 1 whilej0 is (N~) 112 

times the characteristic function of o. 

'Ve now give explicitly a zeta function for unramified characters. If X 
is unramified, the value X( 7!') does not depend on the particular choice of 
prime element 71', and is denoted x(p). 
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Theorem 5. Let X be an unramified character of k*, and let f be the 

characteristic function of an ideal pn. Then 

(N'.D) -1/2x(p) n(Np) -ns 

ţ(f, x, s) = x(p) · 
1----

Np• 

Proof. This is an easy computation, using the definition of multipli­
cative Haar measure in terms of the additive one, and taking the integral 
as a sum over integrals over the annuli p" - p"+ 1 for v ranging from 
n to oo. On each such annulus, Ilai!" is constant, and X(a) = X(7r"), since 
X is assumed unramified. We leave the details to the reader. 

Corollary 1. W e have 

and 

(N'.D)"-112 
ţ(fo, Xo, s) = 1 

1-­
Np• 

• 1 
ţ(fo, Xo, 1 - s) = 1 - Nps-1 

Proof. Put n = -ord '.D in the first case, and n = O in the second. 

Corollary 2. Let X be an unramijied character of k*, and let fo = fx be 
the characteristic function of '.D-1. Then 

and 

(N'.D)s-1/2x('.D-1) 
ţ(f0 , x, s) = x(p) 

1---­
Np• 

ţ(/0 , X, 1 - s) = ;_1(p) 
1--­

Np1-• 

W e observe that for unramified x, the zeta function has the usual term 
1 - (Np)-• in the denominator. For ramified characters, it does not. 

Theorem 6. Let 1r be a prime element, X a character of k*, m > O the 
order of its conductor, and {e} a set of unit representatives for U /(1 + fx)· 
Let o(x) = ord ('.Dx), and put 

Let c(a) = X(a)llall". Then 

ţ(fm, c) = ţ(fm, X, s) = (N'.D)fţ.t(1 + fx)T(X), 
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tvhere 
T(X) = L: (X1J)(E7r-o(xl) . 

• 
Furthermore, 

(Note: The measure J1. is of course that of d*a, and n in 2n:i is 3.14159 .... ) 

Proof. By definition, 

ţ(fm, c) = r -1 1J(a)x(a)/Ja/l" d*a J'I:!x 

f (Np)-"" { 17(a)X(a) d*a, 
-O(X) J Av 

where A. is the usual annulus p• - p•+l. ·we contend that all the terms 
in this sum after the first are O. 

Case 1. v ~ -ord ~. Then 17(a) = 1 on A. and the integral is 

( X(a) d*a = ( X(a1r") d*a = X(7r") ( X(a) d*a, 
lA, lu lu 

which is O, since X is non-trivial on U. 

Case 2. -ord ~ > v > -ord ~ - ord fx· (This occurs only if 
m > 1.) To handle this case, we break up A. into disjoint sets of type 
a0 + ~-1 = a0 (1 + ~-1p-•). On such a set, X is constant, = X(a0), and 
our integral is equal to 

This is equal to O because we can move this integral by multiplicative 
translation to an integral over 1 + ~-1p-• on which our character is 
non-trivial. 

Thus we get 

ţ(fm, X, s) = (N~x)" ( 17(a)x(a) d*a. 
lA-o(xl 

Using our representatives of cosets of U /(1 + fx), it is a trivial matter to 
transform this expression into the one given in the theorem. 

For ţ{j m, x, 1 - s) we take into account the fact that J m is (N~) 112 (Nf x) 
times the characteristic function of 1 + fx, a set on which 

Our result is then immediate. 
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Corollary. lf c(a) = x(a)llall", where X is a character with conductor f, 
of order m > O, then 

p(c) = (N~!\Js-I/2(Nf)-I/2r(X) 

and (Nf)- 1' 2r(X) has absolute value 1. 

Proof. The first statement comes by taking quotients of the zeta func­
tions. The second comes from the general fact that for Re(c) = t, we 
have lp(c)l = 1. We then merely set s = t above. 

§5. Restricted direct products 

Earlier, in Chapter VII, we studied the topology of restricted direct 
products, and the special cases of adeles and ideles. Here we consider the 
Haar measure and Pontrjagin duality. 

We let {v} be any set of indices, and Gv a locally compact commutative 
group, with a given compact open subgroup Hv for all but a finite number 
of v. Let G be the restricted direct product of the Gv with respect to the Hv. 

A quasi-character of G is then a continuous homomorphism into C*. 
If c is a quasi-character of G, then its restriction to Gv is denoted by Cv, 

and Cv is trivial on Hv for all but a finite number of v by continuity and the 
fact that the multiplicative group of complex numbers contains no small 
subgroup other than 1. Furthermore, we have the formula: 

c(a) = II Cv(av), 
V 

all but a finite number of the terms on the right being equal to 1. 
Conversely, given a quasi-character Cv of Gv ;vhich is trivial on Hv for 

all but a finite number of v, we can detine a quasi-character con G by this 
formula. 

We note that c is a character if and only if cv is a character for all v. 
If â is the character group of G, and Hj_ is the orthogonal complement 

of a closed subgroup of G, i.e. the subgroup of characters which are trivial 
on H, then we have in a natural way 

G/Hj_""' H, and 

It is an easy matter to verify the following theorem in our special case of 
restricted direct products. 

Theorem 7. The restricted direct produci of the groups Gv relative to the 
subgroups H; (which are compact by compact-discrete duality) is naturally 
isomorphic, topologically and algebraically, to the character group â of G. 
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The isomorphism is of course given by the correspondence 

X= ITxv. 
Haar measure. Assume that we have chosen a Haar measure dav on 

each Gv which gives Hv measure 1 for almost all v. We wish to define a 
Haar measure on G for which, in some sense, da = II dav. To do this, 
we use once more our open subgroups G s which are products of locally 
compact groups, almost all of which are compact, and hence such that we 
can take the product measure on G S· There exists a unique Haar measure 
on G inducing this product measure on each G s (trivial verification), 
which we denote by II dav. 

Lemma. lf f(a) is a function on G, then 

r f(a) da = lim r f(a) da 
la s las 

if either (1) f(a) is measurable, f(a) ~ O, in which case +oo is allowed as 
value of the integrals; or (2) f(a) is in L 1 ( G), in which case the values of the 
integrals are complex numbers. 

Proof. In either case, ff(a) da is the limit of the integral taken for 
larger and larger compact subsets of G, and any compact is contained in 
some Gs. 

Theorem 8. Assume that for each v we are given a continuous function 
fv E Lt(Gv) such thatfv = 1 on Hvfor almost all v. We define 

on G (actually a finite product). Then fis continuous. lf, furthermore, 

il fifv(av)i dav = lim il fifv(av)i dav 
v S vES 

is < oo, thenf(a) is in L 1 (G), and 

r f(a) da = n r fv(av) dav. la v la. 
Proof. Immediate. 

Fourier transfor"!. We keep the notation as above, and let ~ denote a 
variable element of G. Let d~v be the measure of Gv dual to dav in Gv. 
If fv(av) is the characteristic function of H v, then its Fourier transform 
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is the measure of Hv times the characteristic function of H-!;. Consequently, 
from the inversion formula, we get 

and the measure of H-!; is 1 for almost ali v. We may thus put 

Theorem 9. Let fv(av) be in L 1(G"), continuous, and assume fv is in 
L 1(Gv), i.e. assume thatfv E Inv(Gv). Assume also thatfv is the character­
isticfunction of Hvfor almost oll v. Then thefunction 

is in Inv(G), and 

Proof. By Theorem 8, applied to the function f(a)c(a) = II fv(av)cv(av) 
we see that the Fourier transform of the product is the product of the 
Fourier transforms. Sincefv is in Inv(Gv), it foliows that/v is in Inv(Gv) 
for ali v. For almost ali v, j" is the characteristic function of H-!;. Hence 
/is in L 1 ( G) and thus f is in Inv( G). 

Corollary. The measure d ~ = II d ~v is dual to II dav. 

§6. Global additive duality and 
Riemann-Roch theorem 

Let k be a number field (finite extension of the rationals Q). Its com­
pletion at the absolute value v is k", and ali objects discussed in the local 
case in §1-§4 should have the index v or p in the p-adic case, e.g. o", ;\.", 
:tl~, 11 11", c", etc. 

As mentioned above, the adele group of k is the locally compact group 
equal to the restricted direct product of the k;; with respect to the com­
pact subgroups Op, given at the non-archimedean absolute values. W e let 

. x = ( ... , x", ... ,) 

denote a variable element of the adele group Ak = A. We definea con­
tinuous homomorphism 

of A into the reals mod Z, and the duality of Theorem 7 applied to our 
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present case, combined with the self-duality of the local theory, gives: 

Theorem 10. The adele group is self-dual, under the pairing 

(x, y) = II e211"iX.<:tvYv> = e211"iX(xy). 

" 
Our next goal is to prove that the additive group of k, embedded in A 

on the diagonal: 
a 1--+ (a, a, a, ... ) 

is its own orthogonal complement. We frequently write k instead of k+. 

Theorem 11. The additive group k is its own orthogonal complement in 
the self-duality of A. 

Proof. We first prove that k is orthogonal to itself. This amounts to 
proving that if x E k, then :LX"(x) = O. We can verify this at once if 
k = Q is the field of rational numbers (using a partial fraction decom­
position of a rational number in terms of rational numbers having only 
prime powers in their denominators). If k is finite over Q, and Tr" resp. Tr 
denote the local trace resp. the global trace, then 

L: X"(x) = L L Xw(Tr"(x)) = L Aw(Y), 
v w vlw w 

where y = :L Tr"(x) = Tr(x), and w ranges over the absolute values 
vlw 

of Q. This reduces the statement to Q. 

W e ha ve proved kl. ~ k. But A/k compact implies kl. discrete. Hence 
kl. /k is both discrete and compact, hence finite. Since kl. is obviously a 
vector space over k, we must have kl. = k thereby concluding the proof 
of the theorem. 

Proposition 6. Let F"' be as in Theorem 3 of Chapter V II, §2. Then 
with our choice of measure, F"' has volume dl12• 

Proof. This is an easy determinant computation. Remember that at 
complex v, our measure is twice Lebesgue measure. 

Proposition 7. Let F be the subset of Ak equal to 

II o"XF"'. 
vf1-S«> 

Then F has measure 1. 

Proof. This follows from our choice of measures dx", which insure that 
o" has measure (N1:lp)-112 for v = vp. 
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W e are now ready to apply the duality of Theorem 11 to integration 
theory. 

The arguments which follow could be applied to any locally compact 
commutative group and closed subgroup. To preserve the notation of the 
applications, we give the proof in the context of a self-dual commutative 
group A with a discrete closed subgroup k equal to its own orthogonal 
complement. Then the integral over k is equal to the sum over k. Of 
course, convergence in that case means absolute convergence. We also 
assume that the measure on A is self-dual. 

Poissonformula. Letf be continuous and in L 1(A). Assume that 

L lf(x + a)l 
aEk 

is uniformly convergent for x in a compact subset of A, and that 

L J(a) 
aEk 

is convergent. Then 

L j(a) = L f(a). 
aEk aEk 

Proof. We give a measure db on the factor group A/k which is such that 
the formula 

f r f(a + b) da db = f f(a) da 
A/kh A 

holds, if da corresponds to summation over k, and da is the given measure 
on A. 

Let g(x) = fd(x +a) da. We contend that O(a) = j(a) for a E k. 
Indeed, denoting by ( , ) the pairing of an element of a group and a char­
acter, and taking into account that 

we have: 
(A/k) ~ = kj_ = k 

0([3) = f g(b) (b, [3) db 
A/k 

= f r f(b + a)(b, [3) da db 
A/k }k 

= f r f(b + a) (b + a, [3) da db 
Atkh 

(because (a, [3) = 1 by assumption) 

= L f(a)(a, [3) da 

= j([3). 
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Now the measure on A is self-dual. Hence the Fourier inversion can 

be applied to O evaluated at O. The assertion of the theorem follows at 

once from the definition of §(O). 

Classically, as in Chapter XIII, the Poisson formula is applied to the 

case of the reals, and the discrete subgroup Z. W e shall apply it to the 

adeles. 
In fact, we shall need to apply it in the adele case, to a multiplicative 

translation of f. 

Riemann-Roch theorem. lf f(x) satisjies the conditions 

(1) f(x) is continuous and in L 1(A). 
(2) L f(a(x +a)) is convergent for ideles a and adeles x uniformly for 

aEk 

these variables ranging over compact subsets of the idele and adele groups 

respectively. 
(3) L j(aa) is convergent for all ideles a. 

aEk 

Then 

Proof. The function g(x) = f(ax) satisfies the conditions of the Poisson 

formula, as we see using the relation 

a(x) = _l_ J (~). 
llall a 

Our assertion is therefore immediate. 

§7. Global functional equation 

In the multiplicative theory, we take the ideles J = J k as our restricted 

direct product of the local multiplicative groups k: with respect to the 

units Uv and apply §5. The quasi-characters will be trivial for almost 

all Uv, i.e. are unramified for almost all v. 
It will be convenient to write J as a direct product (topologically and 

algebraically) by embedding the positive reals R+ in it, namely, we map 

an element t of R+ on the idele 

(tliN 1 ••• 1 tiiN1 1, 1, ... ) 

having tiiN as component at every archimedean v, and 1 at all others. 

This is a norm preserving embedding, since 

L Nv = N (= [k: Q]). 
vESoo 
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It is then clear that 

i.e. every idele a can be written uniquely as a product 

a= tb 

with tE R+ and b E J 0 , and this product decomposition is also topo­
logica!. There is a unique measure on J 0 ( denoted by d*b) such that we 
have formally 

d*a=d*bx~~­
t 

W e make o ne restriction on the quasi-characters to be considered in the 
sequel. We assume that they are trivial on k*. Then they can be considered 
as quasi-characters on the idele classes Ck = h/k*. Such characters will 
also be called Hecke characters. Since we know that J2/k* = C2 is 
compact, it follows that the restriction of a quasi-character to cr is a 
character, and thus that we have a situation similar to the one in the local 
archimedean theory. If c is a quasi-character trivial on cr, then we must 
ha ve 

c(a) = [[a[[" 

for some complex number s uniquely determined by c. If c is any quasi­
character, then there is a unique real number u such that [c(a)[ = [[a[[ .. , 
and we call (T the real part of c, Re(c). Given a character X on ck, then 
x(a) [[a[[" is a quasi-character, and conversely every quasi-character can be 
so written (although X is not determined uniquely, only up to some [[a[[i1). 

It will sometimes be convenient to normalize characters on Ck by pre­
scribing that they should take the value 1 on our embedded R+ (the 
embedding was canonica!). This is clearly equivalent to stating that 

L N v<pv(X) = O. 
vESoo 

A quasi-character c determines uniquely such a character x, so that the 
formula c(a) = x(a)[[a[[" holds. 

As in the local theory, we let c(a) = [[a[[c(a)- 1 so that with the above 
convention, 

c(a) = x-1(a)[[a[[l-s = x(a)[[a[[ 1-·. 

W e shall now supplement the construction preceding Theorem 6 of 
Chapter VII, §3, by a measure computation. 
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As before, we let v0 be a fixed archimedean absolute value, and 

As before, r = r1 + r2 - 1. 
Let e17 ... , Er be units such that l(e;) generate the lattice of units. 

These are called fundamental units. They are generators of the group 
of units modulo the group of roots of unity. 

The absolute value of the determinant 

det(log 11 Ei li v) 

taken with i = 1, ... 7 r and V in S~ is the volume of a fundamental 
parallelotope P in Euclidean r-space, up to a sign. Its absolute value is 
called the regulator of k and is denoted by R = Rk· We denote by 
d = dk the absolute value of the discriminant. 

Proposition 8. Let the notation be as above, and l as in Theorem 6, 
Chapter V II, §3. Then the measure of z- 1 (P) is 

Proof. Let Q be the unit cube in r-space. Since lis a homomorphism, 
we have 

measure of z-1(P) 
measure of Z-l(Q) 

volume of P 
volume of Q 

R. 

Thus it suffices to compute the measure of z-1(Q), and we leave it as an 
exercise (easy, using the definitions of our multiplicative measure). 

Proposition 9. lf E is a fundamental domain for J 0 /k*, then its 
measure is 

(notation as in Theorem 6 of Chapter V II, §3). 

Proof. Trivial from Proposition 8. 

We approach the end of our journey. To get global zeta functions, we 
consider functions .f on the adeles satisfying the following conditions: 

ZI. f(x) and j(x) are continuous and in L 1 (A), i.e. fis in Inv(A). 
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Z2. The sums L f(a(x +a)) and 2:: ](a(x +a)) are both convergent, 
aEk aEk 

absolutely and uniformly for ideles a and adeles x ranging over com-
pact subsets of the idele and adele groups respectively. 

Z3. The functions f(a) [[a[[" and ](a) [[a[[" are in L1 (J) for cr > 1. 

Note that in view of Zl and Z2, the Riemann-Roch theorem is valid 
for functions of the above type. The purpose of Z3 is to enable us to define 
zeta functions. With each such f we define, for quasi-characters c with 
Re(c) > 1 a zeta function 

ţ(f, c) = jf(a)c(a) d*a, 

the integral being over the idele group. If c(a) = x(a)[[a[[•, then 

((J,c) = ((J,x,s) = jf(a)x(a)[[a[[" d*a. 

('Ve always assume quasi-characters and characters are trivial on k*.) 
Once the character X is fixed, our zeta function becomes a function of the 
parameter s, and from our assumption Z3 it follows that it is holomorphic 
in the domain Re(s) > 1. We can say invariantly that it is holomorphic 
in the domain of quasi-characters with Re(c) > 1. 

Theorem 12. By analytic continuation we may extend the definition of 
any zetafunction ţ(f, c) to the domain of all quasi-characters of J /k*. The 
extended function is single valued and holomorphic, except at c(a) = 1 and 
c(a) = [[a[[, where it has simple poles with residues -Kf(O) and +K](O) 
respectively, where K = volume of multiplicative fundamental domain of 
JZ mod k*. We have the functional equation 

ţ(f, c) = ţ(J, c), 

where c(a) = [[a[[c- 1(a). 

Proof. W e ha ve 

ţ(f, c) = f f(a)c(a) d*a + r f(a)c(a) d*a. linii< 1 lua li~ 1 

The second integral obviously converges for Re(c) equal to any real num­
ber, because it converges for Re(c) > cr0 for some cr0 , and hence con­
verges all the better for Re(c) ~ cr0 . We shall now transform the first 
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integral and in fact \Ye shall prove: 

Theorem 13. We have 

ţ(f, c) = 

( f(a)c(a) d*a + ( j(a)c(a) d*a + Ox [ K](9]_ - Kf(!}l], 
J11a11~1 Juall~l s- 1 s 

where fix is 1 or O according as the character X induced by c on J 0 is trivial 
or not in which case s is the unique complex number such that 

c(a) = llall'. 

The tn·o integrals are convergent for all c, uniformly in every strip 

The uniformity of convergence of the integrals in a given strip is clear 
from the above remarks. Furthermore, let us replace (f, c) by (], c) in 
the expression on the right. W e take into account that 

Î(O) = f( -0) = f(O), 

and that /(a) = f( -a). Then changing variables in the second integral, 
we see that c( -1) will come out as a factor in front of the integral. But 
we have assumed that c is trivial on k*. Hence the expression on the right 
is invariant under the substitution sending (f, c) into (J, c), and thus the 
functional equation follo\YS. 

Let us now complete our proofs by transforming the integral taken over 
!laii < 1. We can write the ideles as a product: 

J = J 0 X R+. 

For any fixed t, we have 

f f(tb )c(tb) d*b + f(O) ( c(tb) d*b 
Jo } E 

L r j(tb )c(tb) d*b + f(O) r c(tb) d*b. 
aEk* J aE J E 

Using the invariance of measure under multiplicative translations, and the 
fact that c(a) = 1 for a E k*, we see that this expression is equal to 

L r f(atb)c(tb) d*b + f(O) r c(tb) d*b. 
aEk* J E J E 
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By Property Z2, which allows us to interchange sum and integral, this 
is equal to 

JE ~/(atb)c(tb) d*b = JE ~/ (~) 1/t~l/ c(tb) d*b (Riemann Roch). 

If we had started with the expression 

made the transformation sending b to b- 1 which preserves the measure, 
and then applied the same arguments as above, we would end up with the 
same expression that we found above; in other words, we find the equality 

f j(tb )c(tb) d*b + j(O) ( c(tb) d*b 
Jo lE 

= f Jct- 1b)e(t-1b) d*b + Jco) r e(t- 1b) d*b. 
Jo lE 

Now we observe that c(tb) = c(t)c(b) = t"c(b), whence 

if c(a) = llall" 
if c is non-trivial on J 0 , 

always using the fact that the integral over a compact group of a non­
trivial character is O, and that the integral of the trivial character is the 
measure of the group. 

If we integrate our expressions from t = O to t = 1, then on the right­
hand side of our equality we can replace t- 1 by t and the limits of inte­
gration from 1 to oo. Theorem 13 is now clear, and this concludes the 
proof. 

§8. Global computations 
The purpose of this section is to derive explicitly certain convenient 

global formulas used in the applications, using a particular weight func­
tion ax closely related to fx· These will be products of local functions, 
and the proof that the product converges for u > 1 will be given in the 
next chapter. Although it is simple (and classical), we must emphasize 
that this proof is the final step in showing that Theorem 12 is not empty, 
and applies to the classical zeta functions or L-functions. 

Proposition 10. If g is a translation of j, i.e. g(x) = f(bx), then 

and ţ(g, c) = c(b)- 1 ţ(f, c). 
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Proof. Directly from the definitions. The assertion is valid locally or 
globally, i.e. on k: or J k· In the local case, 11 11 = 11 llv of course, and b 
is either in k: or an idele. 

To fix some notation, we put for every character x, 

~x = ~fx 

If X = X 0, then d0 = dk is simply the absolute value of the discriminant 
of the number field k. W e use similar conventions for the local case, putting 
an index p on our symbols. 

lf v is archimedean, N = [k : Q], we let 

Yx.v(x) = fx.v(d~/2N x)(N v1r)lmv<xlll2, 

where fx.v is the function of §4. 
lf v is p-adic, we let 

1 
Yx.v(x) = ţ.~v{ 1 + fx,v) fx.v(x), 

it being understood as usual, that if X is unramified, then fx,v = Ov and 
1 + fx.v = Ov also, so that its measure is d-; 112 • We let 

Yx(x) = IlYx.v(Xv). 

In particular, if X = x0 , then for v archimedean, 

and for v p-adic, 

where dp = N~p-

l/2N 
Yo,v(x) = fo,v(dk x) 

1/2 
Yo.v(x) = dp fo.vCx), 

We observe that Yx has been obtained from fx by a translation at the 
archimedean v, and multiplication by constant factors, designed to cancel 
certain local extraneous terms, occurring both in the zeta function of fx 
andfx· 

To begin with, we observe a symmetry at the origin. 

Proposition 11. Let X = x 0 be the trivial character. Then Yo and Oo 
are ~ O, and 

Proof. Immediate from the definitions. 

Proposition 12. Let b be the idele having components bv = dfN at 
archimedean v, and bp = 7r-•p, where Vp = ordp ~- Then llbll = 1, and 
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Proof. This is an easy consequence of Proposition 10, together with 
the explicit determination of g0 in terms of fo. 

If x is a character of Ck, and p is unramified for X, then the value of X 
on the idele having a prime 1r at the p-component and 1 for all other com­
ponents is independent of the choice of such prime element 1r, and will 
be denoted by x(p). We then define 

1 
L(s, x) = II x(p) 

~fi!'Sx 1--­
Np• 

the product being taken over all p >vhich are unramified for x, letting Sx 
be the set of p which are ramified for X. 

Weput 

A(s, X) = (2-r21f-N12d! 12 ) 8 II r(sv/2)L(s, x), 
vESoo 

where we recall that 

Theorem 14. Assume that X is normalized so that 

L N v<Pv(X) = O. 
vESoo 

Then: 

where <1> is the sum of <Pv(X) over the complex v. W e also have 

t({}x, X, 1 - s) = A(1 - s, x)(Nfx) 1' 2 iM 2i<t>, 

where M = L: lmv(X)I, and these two expressions are equal. 
vESoo 

Proof. Just put together the local results of the computations of §4, 
together with Proposition 10, and be careful about all the possible can­
cellations which take place. 

If we had divided gx by (Nfx) 112 , we see that A(s, x) and the resulting 
zeta function would have differed by a constant of absolute value 1, and 
similarly for A(1 - s, x). 

Corollary 1. W e have the functional equation 

W(x)A(s, x) = A(1 - s, x), 



300 FUNCTIONAL EQUATION, TATE1S THESIS [XIV, §8] 

where W(x) is a constant of absolute value 1, given by 

W(x) = 4-i<~>i-M(Nfx)- 112 II Tp(X) II x(~p- 1 ). 
pESx pfi!Sx 

Proof. From the local computations of §4, we know that each expres­
sion Tp(X) has absolute value (Nfx.p) 1' 2 which is just enough to cancel out 
in the equality 

Corollary 2. For a fixed character x, put A(s) = A(s, x). Then 

A(s) = A(1 - s)u(x), 

where u(x) has absolute value 1. 

Proof. A trivial computation, using the relation 

A(s, X) = A(s, x). 

Corollary 3. Let A0(s) = A(s, x0). Then 

Ao(s) = ţ(go, Xo, s) = (2-2r2 ?r-Ndk)"12rr~(s/2)fr2(s)ţk(s) 

and 
Ao(s) = Ao(1 - s). 

Proposition 13. Let 
2r1(2?rr2hR 

K= 
wd~12 

be the volume of the fundamental domain for J2 mod k*. Then the residue 
of ţ(go, s) = ţ(go, X0, s) at s = 1 is 

and the residue of ţk(s) at 1 is K itself. 

Proof. The residue for ţ(g 0, x 0, s) comes from the general Theorem 12 
and that for the zeta function comes from s = 1 in Corollary 3 above 
together with the values r(-!) = 1r112, and r(1) = 1. 

Theorem 15. We have an integral expression 



[XIV, §8] GLOBAL COMPUTATIONS 301 

Proof. If we write down the integral expression of Theorem 13, §7 and 
use Proposition 10 together with the fact that llbll = 1 and that the 
multiplicative measure is invariant under multiplicative translation, we 
get what we want. 

This formula is the analogue of the formula proved in Chapter XIII, 
§3. Note that the integral terms are ~ O. 



CHAPTER XV 

Density of Primes and Tauberian 
Theorem 

We shall give a proof of Ikehara's Tauberian theorem (cf. also Widder's 
book on Laplace Transforms), and prove the density theorem of primes in 
generalized arithmetic progressions determined by Hecke characters. In 
addition to giving a density for primes in given ideal classes, it also gives 
densities for primes distributed suitably in Euclidean N-space. 

The reader will note that the Tauberian theorem has as a corollary the 
asymptotic behavior of the coefficients of a Dirichlet series having a 
simple pole at, say, an integer d > 1 and holomorphic otherwise for 
Re(u) ~ d. If the residue is, say 1, then by translation we are brought 
to evaluating sums of type 

and summing or integrating by parts shows that if L: an,.... x, then 
n<z 

L: ndan,.... xd+1/(d + 1). This can then be applied to the zeta function 
of a variety defined over the ring of algebraic integers of a number field. 
Reducing mod p for almost ali p, and applying the estimates of Lang-Weil, 
"Number of points of varieties in finite fields," Am. J. of Math. (1954) pp. 
819-827, one sees that the zeta function has an analytic behavior on 
Re(u) ~ d such that we can apply the Tauberian theorem if d is the di­
mension of the variety under consideration. 

§1. The Dirichlet integral 
Let <P(x) be a real valued function of bounded variation in any finite 

subinterval of O ~ x < oo. The function 

(1) (s = u + it complex) 

contains as special case the Dirichlet series if <P(x) is taken to be a step 
function. We shalllook into this !ater. For now, we deal with the integral. 

303 
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Suppose that for a special value s0 the function 

g(y) = J: e-•oz dcp(x) 

is bounded in O ~ y < oo. If O ~ Yt < y 2 , we have 

1 Y2 -BZ d ( ) 1Y2 -(B-Bo)Z -BoZ d ( ) e cpx = e e cpx 
Y1 Y1 

= e-<•-•o>zg(x) IY2 + (s - so)1Y2 e-<•-•o>"'g(x) dx. 
Yl Y1 

ls- sol 
We see that for Re(s- s0 ) ~ E > O and bounded values of --'-----____::-'--

0" - uo 
the left side is uniformly small for large y 1 . Therefore (1) will converge 
for these s-values. 

Since the assumption about g(y) is satisfied if s0 is taken to be a point 
where (1) converges, it follows that (1) has a certain right half-plane as 
plane of convergence and that this convergence is uniform in any compact 
subset of the interior of the half-plane of convergence. Since each 
f~ e-•z dcp(x) is analytic, it follows that (1) is analytic in the interior of 
our half-plane. 

Assume now that .,o(x) ~ O, that (1) converges for some real s0 > O. 
Integrating d(e-•20cp(x)), we get 

(2) fat e-•z dcp(x) = -cp(O) + e-•tcp(~) + s fot e-820cp(x) d:r 

= -cp(O) + e-<•-•o>te-•otcp(~) 
+ fr t -<•-•o>z -soz ( ) d s e e cp x x. 

o 

If we put s = s0 in the first line of (2), we see that the left-hand side is 
bounded, and the last two terms on the right are ~ O. Hence e-•otcp( ~) 
is bounded in ~. It follows that for Re(s) > so we have 

(3) f(s) = -cp(O) + sJ
0

«> e-•zcp(x) dx 

(including of course the existence of the integral on the right side). 

§2. lkehara's Tauberian theorem 

Throughout this section, we suppose that cp(x) is a monotone increa.sing, 
function, with cp(x) = O for x ~ O. We let 

H(x) = e-20cp(x), 
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and the monotonicity of cp means for H(x) that 

For a given A > O, consider the class of ali monotonically increasing 
functions cp(x) with cp(x) = O for x ~ O that have the following properties: 

(1) The integral for f(8) converges for Re(8) > 1. 

(2) For E > O, 8 = 1 + E + it, put 

1 
h.(t) = f(8) - 8 _ 1 · 

Our property states that h(t) = Iim h.(t) exists uniformly in t for 
t-+0 

iti ~ 2A. (Whence h(t) is continuous for iti ~ 2A.) 

Tauberian theorem. There are two function8 P 1 ("~) and P 2 ('A) of A 
alone 8uch that for any cp in our cla88, we have 

P 1(A) ~ Iim H(y) ~ Iim H(y) ~ P 2 (A) > O 
y~oo y----)ooo 

and 8uch that 

Iim P 1 (A) = Iim P 2 (A) = 1. 
}.._,oo >..->oo 

Should one know therefore that cp(x) belong8 to our cla88 for all A then 

Iim e-xcp(x) = 1. 
X->00 

This is the formula used in our applications. 
W e shall now prove the Tauberian theorem. W e define 1r to be the 

integral 

f +oo 
sin2 v 

7r = - 2 - dv >O 
-oo V 

(which gives the customary value). 

Lemma. Under the previou8 hypothe8e8, we have 

f }..y 

. v sin2 v 
hm H(y- -)--dv = 1r. 
Y->OO -oo A V 2 
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Proof. With s = 1 + E +it, we ha ve using (3): 

h,(t)- 1 = !(f(s) _ _ 1 _ _ 1) 
s s s- 1 

= (' e-<•-I>xH(x) dx - - 1-Jo s- 1 

= i"' (H(x) - 1)e-•x-itx dx, 

!"' 1 taking into account the integral e-<s-l>x dx = --1 · Thus 
o s-

h,(t) - 1 = Iim {~ (H(x) - l)e-•x-itx dx 
S (.-oo Jo 

uniformly in Jt\ ~ 2A so long as E is fixed. 
Our next goal is to get formula (6) below. We multiply our last expres­

sion by the function ei1Y(1 - Jt\/2A) and integrate over t from -2A to 2A. 
On the right we can interchange the integral and the limit. Putting 

we get: 

= Iim ! 2
>. eity (1 - j{j_) [ {( (H(x) - 1)e-•x-itx dx] dt. 

(.-oo -2X 2A } O 

The two integrations (which are over finite intervals) can be interchanged, 
and o ne obtains: 

The inner integral on the right is elementary. We have 

n fn( ) f (1 - J!l) ei<y-x)t dt = 2 1 - J!l cos((y- x)t) dt, 
-n 2A o 2A 
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which after a change of variables and integration by parts is equal to 

2 sin2 (}..(y - x)) 
}..(y - x)2 

Thus ( 4) becomes 

(5) eityF.(t) dt = 2 (H(x) - l)e-•x sm X(y- x) dx. !2>. 100 
• 2 ( ) 

-2>. o X(y - x) 2 

lcoo sin2(X(y-x)) . . h . "1 . 1 The integral e-•x ( )2 dx exiSts smce t e s1m1 ar mtegra 
o A y- X 

obtained by putting E = O exists. Adding it to both sides of (5), we get: 

(6) eityF.(t) dt + 2 e-•x sm (X(y- x)) dx !2>. 100 
• 2 

-2>. o X(y - x) 2 

= 2 ( H( ) -•x sin2(X(y - x)) d Jo xe X(y-x)2 x. 

We now take the limit asE~ O. What happens to the left side asE~ O? 
The first part converges to 

w ere t 1s e con muous unctwn 1 - - because of the h F( ) . th t· f . ( Iti ) h(t) - 1 
2X s 

uniformity of h.(t) ~ h(t). 
The second integral has a tail end 

e-•x sin2 X(y - x) dx ~ { sin2 }..(y - x) dx 100 00 

~ X(y- x)2 - }~ }..(y- x)2 

which is small for large 1;, uniformly in E. But as E ~ O, 

f~ e-•x sin2 }..(y - x) dx ~ r~ sin2 A(y - x) dx 
o X(y- x) 2 } 0 }..(y- x)2 · 

Hence the second integral has the limit 

sm X y - x) dx = sin v dv. 100 
• 2 ( f).y 2 

o X(y - x) 2 -oo v2 
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What about the right side of (6)? W e ha ve just proved that it has a limit 
as e ~O. The integrand is positive and increasing as e ~O. Therefore 

f ţ H( ) -•x sin2 A(y - x) d 
o x e A(y- x)2 x 

remains below this limit for all e > O. Hence 

f t H(x) sin2 A(y - x) dx 
o A(y- x) 2 

is also below this limit. W e see that 

f oo H(x) sin2 A(y - x) dx 
o A(y- x) 2 

exists. I ts tail end is small and greater than the tail end of the right side 
of (6). It follows that the right side has the limit 

H( ) sm A(y- x) d = H _!.!. sm v d ! 00 • 2 f)o.y ( ) . 2 

X "( _ ) 2 X y -. 2 V. 
0 A Y X -oo A V 

Hence finally: 

(7) !2)\ f)o.y . 2 f)o.y ( ) . 2 
eityF(t) dt + 2 sm2~ dv = 2 H y-.!!. sm2 ~ dv. 

-2X -oo V -oo A V 

What happens to (7) as y ~ oo? The first integral on the left is the Fourier 
transform of the continuous function F(t) and goes to O by the Riemann­
Lebesgue Lemma. The second integral on the left goes to 1r, and this 
proves our Lemma. 

We shall now apply our Lemma. Observe that if v > Xy, then 

H (y - ~) = O so that we can also write 

. J+oo ( v) sin2 v hm H y-- - 2--dv = 7T'. 
Y-+00 -00 A V 

The proof from now on is formal. For both inequalities, the idea is to 
consider the integral between finite limits, depending on A. 
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Note that the integrand is ~ O. Cutting down the domain of integration 
we get 

!{X ( ) . 2 -.- v sm v hm H y-- --2 -dv ~ 11"'. 
Y--+"' -{X A V 

Using the monotonicity of cp and the corresponding property of H, we get 
in the interval [-VX, VX] 

Hen ce 

-1. H ( 1 ) _ 2t..rxf..[X sin2 v d < 1m y-- e --2 - v = 71"'. 
Y--+"' ~ -..fX V 

Since A is fixed, y can be replaced by y + 1/yX. Hence 

7re2/{X 
Iim H(y) ~ ----- = Pl(A), 
Y--+"' f ..;>. sin2 v dv 

-..fX v2 

and we see that Iim P 1 (A) = 1, thereby proving the first half of the 
}.--+ct> 

Tauberian theorem. 
From this half, it follows that H(y) is bounded. Therefore, 

!"' H (y- !!..) sin2 V dv ;;;;; cf"' sin2 V dv 
"1i A v2 "1i v2 

goes to O as y --) oo. Hen ce we may write also 

(8) f ..;y ( )" . v mn2 v hm H y - - -- dv = 11"'. 
Y--+"' -"' A v2 

(We take yy as a limit of integration so that y - yy--) oo with y.) 

If y is large enough, then H(y) < 2P1(A). Thus H (y- ~)in (8) will 

be < 2P 1 (A) if y is large enough. 
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We now put 

and cut down the integration domain in (8) for large y from -b to b. 
This neglects 

v sin2 v 1 f -b ( ~-b 
-oo H Y- ~) ---:;)2dv;;; 2Pl(X) -oo v2 dv = 2P1(X)/b 

and 

r'y ( V) sin2 V r"v 1 
jb H Y- ~ ---:;)2dv;;; 2Pl(X) jb v2dv;;; 2P1 (X)/b. 

Therefore 

4Pl(X) + Iim fb H (y - "!._)sin: v dv ~ 7r. 

b y--.oo -b A V 

Again by monotonicity, in this interval, 

H ( b) 2b/X ( V) Y+~e ~Hy-~· 

We get 

4Pl(X) + 1. H ( + !!_) 2b!Xfb sin2 v d > 
b rm y ... e 2 v = 1r. 

y--too A -b V 

Replacing y by y - ~ and the integral by 7r we get 
"A 

lim H(y) ~ e-2b!X (1 - 4p 1b("A)) = P 2 (X). 
y--too 7r 

It is clear that Iim P 2 ("A) = 1, and this proves the Tauberian theorem. 
X--too 

§3. Tauberian theoremfor Dirichlet series 

Let 
00 

f(s) = .L: an/n" = .L: ane-•logn 
n=l 

bea function defined by a Dirichlet series, which converges for Re(s) > 1, 

has real an ~ O, and such that f is regular on the line Re(s) = 1 with 
exception of a pole of first order at s = 1 with residue 1. 
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Let rp(x) be the step function which jumps at the places x = log n by 
the amount an and is O at O. Then 

rp(x) = L an. 
logn<x 

Denoting by 4>(x) the function 

4>(x) = L an, 
n<x 

we have rp(x) = 4>(e"') or 4>(x) = rp(log x). Our function f(s) satisfies the 
condition of the Tauberian theorem for all "A, and hence 

lim 4>(x)/x = 1 or 4>(x) ,...., x. 
X--->00 

W e shall now see formally how to extend this to a wider class of 
Dirichlet series. 

Theorem 1. Let f(s) be as above. Let g(s) = 2: bnfn• be a Dirichlet 
series with complex coefficients bn, and assume that there is a number C 
such that lbnl < Can. Assume that the series for g(s) converges for 
Re(s) > 1, and that g is regular on Re(s) = 1 tcith the possible exception 
of a poZe of first order and residue a at s = 1. Let 'l!(x) = L bn. Then 
'l!(x) ,...., ax. n<x 

Proof. W e naturally set a = O if there is no pole at s = O. 
Suppose the bn are real. Then the function (Cf + g)/(C +a) for large 

enough constant C satisfies the same conditions as f(s). From this our 
assertion is immediate. 

In case the bn are complex, we write 

g*(s) = L bn/n" 

so that g*(s) = g(s), and 

- 1.( + *) + i_ (g - g*) g- 2 g g 2 i . 

Then one sees immediately that our theorem follows for g(s). 

For the prime number theorem, we need another asymptotic behavior, 
which we formulate in a proposition. 

Proposition 1. Let bn (n = 2, 3, ... ) be complex numbers such that 

N 

'li(N) = L bn = aN + o(N) 
n=2 
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for some complex a. Then: 

N bn N ( N ) 
1r(N) = f 2 log n = a log N + 0 log N · 

Proof. We have bn = it(n) - it(n- 1) for n ~ 2, putting it(1) = O. 
Hen ce 

1r(N) = f it(n) - it(n - 1) = f it(n) _ E1 w(n) 
n=2 log .n 2 log n 1 log(n + 1) 

it(N) N-l ( 1 1 ) 
= log N + f 2 it(n) log .n - log(n + 1) · 

It will therefore suffice to show that the sum is o (_!!__) · To estimate 
logN 

this sum, we can replace it(n) by Cn for some constant C. Furthermore, 

1 1 log ( 1 + ~) 1/n 
--- - <...",.----'-----:_,. 
log n log(n + 1) - log(n) log(n + 1) (log n)2 

Thus it suffices to show 

N-t 1 ( N ) 
~ (log n) 2 = 0 log N · 

As for this, the sum can be split into two sums, with 2 ~ n < N 1' 2 and 
N 1' 2 ~ n < N. Thus our sum is bounded by 

Nt/2 N 
(log 2)2 + (log Nt/2)2 

which is obviously o Co: N) . Our proposition is proved. 

§4. Non-vanishing of the L-series 

We let X bea Hecke character. If p is unramified for X, then we recall 
that x(p) is the value X(7r) for any prime element 1r (viewed as idele with 
p-component equal to 7r and other components equal to 1). If p is ramified 
for x, then we let x(p) = O. This is the same thing we have already en­
countered for instance in Chapter XII, §1, for characters of finite period. 
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We extend X to ideals a by multiplicativity, so that if 

then 
x(a) = II x(p)"P. 

With every Hecke charauter X, we associate its L-series 

" x(a) II 1 
L(8, X) = ~ Nas = P 1 - x(p) 

Nps 
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The character taking the value 1 will be called the trivial character Xo. 
Its L-series is then the zeta function ţk(8) of the field k. We have the usual 
logarithmic derivative 

dd log L(8, X) = L (log Np)x(pm)Np-ms 
8 p,m 

with the sum taken over ali primes p and m ~ 1. The sum converges 
absolutely and uniformly for Re(8) ~ 1 + 8. As with characters of finite 
period, we see that the contribution to a pole at 1 (if it exists at ali) is aii 
due to the sum taken only for m = 1. 

Theorem 2. Let X bea Hecke character, X ~ x 0 . Then 

L(1, x) ~o. 

Proof. Assume that L(1, x) =O. We have for 8 real> 1: 

L(8, x) = exp (L: X(pm) ) , 
P.m mNpms 

where exp(x) = ex. Consider the function 

Then 

if(8)i = exp [L: 3 + 4 cos(}+ cos 20], 
P.m mNpm" 

where (} = arg x(pm). Since 3 + 4 cos (} + cos 20 ~ O, we see that 
if(8)\ ~ 1 for Re(8) > 1. Assume that X2 ~ x0. Then if L(1, x) = O, 
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our function f(8) must have a zero at 8 = 1. Its series represents the 
function for Re(8) > 1, and since fis in particular continuous at 8 = 1, 
it follows that f(8) must tend to O as 8 tends to 1. Contradiction. 

If x2 = x0 , consider 

L(8, x0)L(8, X) = exp (L: 1 + x(pm)) · 
P.m mNpms 

The term inside exp is a Dirichlet series with coefficients ~ O, which 
dominates the series 

L: 2 
P.m 2mNp 2ma 

which diverges for 8 = ! (being the log of the zeta function). This con­
tradicts the foUowing Lemma on Dirichlet series with coefficients ~ O. 

Lemrna 1. Letf(8) = Eann-• be afunction defined by a Dirichlet 8erie8 
with an real ~ O, 8uch that the 8erie8 converge8 for Re(8) > u 0• Suppo8e 
thatf(8) i8 holomorphic atu0 • Then the 8erie8 converge8for Re(8) > u 0 - o 
for 8ome o > O (and hence repre8ent8 f(8) in thi8 bigger half-plane). 

Proof. Let o be small > O. We may assume u 0 = O (after a transla­
tion). We have for O < u < o, 

f(u) = L: ane-<a-6)1og(n)e-61og(n). 
n 

We replace the exponents ez by the series L: t' /v!. Since ali coefficients 
V 

are positive we can interchange L: L: and we get the power series expan-
n v 

sion for fin a neighborhood of o, which converges for u = -2o if we took 
o small enough. W e can then unwind the power series back into the 
Dirichlet series, in the interval -26 ~ u < o, and this shows that 
the Dirichlet series converges for Re(8) ~ -o. 

Theorem 3. Let X bea Hecke character which i8 non-trivial on J 0 . Then 
L(8, X) ha8 no zero on the line 8 = 1 + it. 

Proof. This is essentially a corollary of Theorem 2, if we replace 8 by 
8 + it, and X by the character 

a ~ x(a)llall-it. 
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§5. Densities 
For each number x > O we denote by P x the set of primes such that 

Np ~ x, and by Ax the set of integral ideals a such that Na ~ x. If S 
is a finite set of primes, we denote by A~ those integral ideals a which are 
prime to S and such that Na ~ x, and similarly for P~. 

As a special case of the Tauberian theorem, we get: 

Theorem 4. Let K be the residue of the zetafunction .\k(s) at 1. Let n(A~) 
and n(Px) be the number of elements in A~ and Px respectively. Then these 
two numbers are asymptotic to 

n(A~) "' K{3X 

n(Px) "' x/log x, 

where {3 = II (1 - 1/Np). 
~ES 

Indeed, the residue at 1 of the function obtained from the zeta function 
.\k(s) by omitting the factors involving the primes in S has residue a{3, 
whence the first assertion. As for the second, we apply the Tauberian 
theorem to the logarithmic derivative of the zeta function, of type 

We split this sum as usual into two sums, one over ali p, and m = 1, and 
the other sum with m > 1. This second sum gives no contribution to the 
residue at 1, and the first sum is 

L log Np. 
~ Np" 

This is a Dirichlet series L bn/n", \vhere bn = O if n is nota prime power. 
For each integer n ~ 2, let J.L(n) be the number of p such that Np = n. 
Then bn = J.L(n) log n. The residue of the logarithmic derivative of .\k(s) 
at s = 1 is equal to 1. By Theorem 1, we get 

L bn""" X. 
n<x 

W e now apply Proposition 1 to conci ude the proof. 

W e now study the question of equidistribution of primes. 
Let G be a compact commutative group. Let F = U Fr be a set which 

is the union of finite subsets Fr, with r = 1, 2, ... and Fr C Fr+l· Let 
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A: F ~ G be a map. W e shall say that F is Â-equidistributed in G if for 
every character X of G we have 

lim (F1 ) L X o X(i;) = f X. 
r->co n r ~EFr G 

Recall the trivial fact that fa X = 1 if X = Xo and O if X ~ x0 • 

W e take for granted the fact that any continuous function on a compact 
group can be uniformly approximated by linear combinations of characters 
with complex coefficients. 

Let us call a real function f on G Riemann integrable if there exist 
sequences of continuous real functions {gn}, {hn} such that 

gn ~ f ~ hn 

and gn, hn converge to f monotonically increasing and decreasing respec­
tively, and such that 

tends to O as n ~ oo. 
A complex function is called integrable if both its real and imaginary 

parts are Riemann integrable. 
If F is Â-equidistributed on G and if fis any integrable function on G, 

then 

lim (1F ) L f o }..(!;) = ( j. 
r->co n r ~EFr la 

This follows at once by approximating f by continuous functions as above, 
and then approximating each continuous function uniformly by linear 
combinations of characters (use three epsilons). In practice, fis taken to 
be the characteristic function of suitable subsets of G. For instance, if 
G is finite, we take f tobe the characteristic function of an element of G, 

sothatfaf= 1/n(G). 
All desired theorems of equidistribution now follow from the following 

result. 

Theorem 5. Let X bea Hecke character which is non-trivial on J 0 , and 
S a finite set containing those primes where X ramifies. Then 

lim - 1- L: x(p) =O . 
._,., n(P~) pEP~ 
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Proof. This is immediate, since we know that the L-series is holomorphic 
at 1 and does not vanish on the line 1 + it. Thus the residue of both the ' L-series and its logarithmic derivative is O, whence our results follow 
from Theorem 1, Proposition 1, Theorem 3, and the Tauberian theorem. 

Let J = J k be the ideles of k. Let S be a finite set of primes containing 
the archimedean primes, and denote by J 8 the subgroup of J consisting 
of those ideles having components which are units at the primes outside S, 
and 1 for the primes inS. 

Thus 
J 8 = 1 X · · · X 1 X II Up. 

p\l!S 

Care should be exercised to avoid confusing this with J s, which con­
sists of the ideles having arbitrary components in S, and units outside 
S. By continuity, any character of the idele classes will vanish on some 
J 8 and on the multiplicative group k* of k embedded in J. If G is a 
compact group, and A: J /k*J 8 ~ G a continuous homomorphism, then 
for any character X of G, the composite function X o A is a character of the 
idele classes, i.e. a Hecke character. The set of primes P 8 not in S can be 
viewed as embedded in J /k*J 8 , as follows. Let 1r be an element of order 
1 ata prime lJ f1. S. Then 1r is viewed as the idele having 1r as p-component, 
and 1 as component for aii other primes. Modulo k*J 8 the coset of 1r 
does not depend on the choice of such element, and thus the map sending 
lJ into this coset gives our embedding of P 8 into J jk*J 8 . (We could 
also embed p on the idele 1r-1 . This is in fact what we shall do in the 
subsequent examples, to fit the classical description relative to the archi­
medean primes.) 

Let u: J k ~ G be a continuous homomorphism such that 

u(J2) = G, 

and whose kernel contains k*. If if; is a non-trivial character of G, then 
X = if; ou is non-trivial on JZ, and hence we can apply our previous results, 
especially Theorem 3, and the Tauberian theorem, combined with the 
preceding discussion. Thus we obtain: 

Theorern 6. Let P be the set of primes. Let r: P ~ J k be the following 
map. For each \), selecta prime element 7rp in k: and let r(p) be the idele h . p 

amng component 1 at all v except Vp, at which it has component 7rp. We 
view P as filtered by the sets P r consisting of those lJ such that Np ~ r. Let 
G be a compact commutative group, and let u: J k ~ G be a continuous 
homomorphism such that u(J2) = G, and whose kernel contains k*. Let 
A = u o r. Then P is A-equidistributed in G. 
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Example 1. Let H be an open subgroup of J containing k*, i.e. one of 
those subgroups which are class groups to class fields; and let 

}..:J ~JIH 

be the canonical homomorphism. Then we get the equidistribution ofprimes 
in our generalized ideal classes, which according to the Artin map of class 
field theory, is the same as the equidistribution of primes having elements 
of the Galois group as Artin symbols in the corresponding class field. 

Example 2.' Take k = Q(i), the Gaussian field. Let S consist of the 
archimedean absolute value. W e ha ve 

Jjk*J 8 ""' k!/(±1, ±i), 

where k! is the multiplicative group of complex numbers. W e may then 
consider the ideals as points in the Gauss plane, in the first quadrant, and 
get equidistribution of ideals and primes in sectors, taking for }.. the radial 
projection on the unit circle. 

Example 3. (Suggested by Serre.) Let k bea number field of class num­
ber 1, so that 

J = k*Js, 

where S is the set of archimedean absolute values. Let U be the group 
of units of Ok, viewed as a subgroup of 

k! = II k~ 
vES 

(i.e. embedded on the diagonal). We have an injection 

k":, ~ J = k*Js 

if we associate with each element of k! the idele having the same com­
ponents in S, and component 1 outside S. ·we then obtain a canonica! 
isomorphism 

Let cr: k!/U ~ circle bea continuous homomorphism whose restriction to 
the subgroup of k! consisting of all elements of norm 1 is surjective. Then 
Theorem 6 applies to this case, and one gets the equidistribution of cr(ţl), 
where cr(ţ1) = cr( 1r) for any generator 1r of ţi. 
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In particular, if k is a real quadratic field of class number 1, we may take 
an embedding k - R of k into one of its (real) completions, giving rise 
to an absolute value denoted by 1 1, and k! = R* X R*. We let 

u(a, b) = lal21ri/loge, 

where E is a fundamental unit, and we obtain the equidistribution of the 
log 1r (mod log e). 



CHAPTER XVI 

The Brauer-Siegel Theorem 

Using the integrals expressing the zeta function, one can give certain 
estimates concerning its residue in order to derive asymptotic results 
relating the class number, regulator, and discriminant of a number field, 
and notably the following. 

lf k ranges over a sequence of number fields Galois over Q, of degree N and 
absolute value of the discriminant d, such that N /log d tends to O, then we 
ha ve 

log(hR) ,.., log d1' 2 • 

One may of course ask whether it is possible to lift the restriction of 
normality, and the condition that N /log d tends to O. With the present 
approach, these questions involve Artin's conjecture on the non-abelian 
L-series and the Riemann hypothesis (as will be clear in the proof). The 
existence of infinite unramified extensions proved by Golod-Shafarevic 
shows that the assumption N /log d--+ O is necessary. Indeed, if k is a 
number field admitting an infinite tower of unramified extensions K, then 
N x/log dx is constant. 

We observe that the discriminant of the field k = Q(ţ), where ţ is a 
p-th root of unity (p a prime), is dk = pP-2 and so our statement applies 
to such fields. Similarly for towers of pr-th roots of unity. 

The study of the behavior of N /log d is thus of considerable interest. 
W e shall use the essentially elementary fact that for all number fields 
with 

N > 1 (i.e. k ~ Q) 

the number N /log d is bounded. This follows at once from Minkowski's 
theorem that in every ideal class there exists an integral ideal a such that 

Na ~ Okd 1' 2 , 

where Ok is the Minkowski constant. Taking the N-th root, a simple 
computation, using the fact that 1 ~ Na, shows that there is an absolute 
constant O such that N /log d ~ O. 

321 
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§1. An upper estimate for the residue 

Lemma 1. There exists an absolute constant c1 such that the inequality 

(N = [k: Q]) 

holds for all number fields k and all a ~ 1. 

Proof. According to Chapter XIV, Theorem 14, Corollary 3 and 
Theorem 15 together with the fact that the integrals expressing the zeta 
function are ~ O for real s, we get for s > 1: 

(2-2rz7r-Ndk)"/2rrl (~) r'z(s)ţk(S) ~ K d:/(:(2_:)1~rz. 

If we put s = 1 + a~l, then the gamma factors are uniformly bounded. 
We have obvious contributions of type cf and dl12a. From the product 
expansion for the zeta function we have the inequalities 

The lemma follows at once. 

Lemma 2. There exists a constant c2 such that for k ~ Q, 

lf k ranges over a sequence of fields such that N /log d tends to O, then for 
this sequence 

lim sup [(log_ hR -- 1) l] ~ O. 
log dll2 N -

Proof. We use the elementary estimate that the number of roots of 
unity w in a number fieid k is ;:::;: c3N 2 for some absolute constant c3 . 

(Use the fact that the field of n-th roots of unity over Q has degree cp(n), 
together with an obvious estimate of cp(n), using cp(p') = (p - 1)pr-l 
and the multiplicativity.) 

From Lemma 1, and the value for K, we get 

log hR N 1 N 
log dl/2 - 1 ;:::;: log dl/2 log(cl (1 +a)) +~+log dl/2 log c3. 

Putting a = 1 proves the first assertion. Fixing a, and taking our sequence 
of fields shows that for each a large, and ali but a finite number of fields 
in our sequence, the difference on the left is ;:::;: a- 1 + E with arbitrarily 
small E. This proves our assertion. 
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§2. A lower boundfor the residue 
Lemma 3. Let s0 be real, O < s0 < 1, and assume that ţ(go, so) ~ O 
(or what is the same thing, that ţk(s0) ~ O). Then 

K(k) ~ so(l - so)2-Ne-4"Nd~:o-1l/2. 

Proof. By Theorem 15 of Chapter XIV, §8, we have 

Kgo(O) ~ r Oo(a)l/a//"o d*a. 
so(1 - so) Jnall ~ 1 

We shrink the domain of integration to a domain P = ITPv, where Pv is 
the set of units Uv for v non-archimedean, and for v archimedean, Pv is 
the domain 

This lowers the value of the integral, and the integral over P is the product 
of the local integrals, which we now compute. 

For v ):1-adic, we know that g0 ,v = d~12.fo.v and hence Oo.v = d~ 12]o,v = dp 
times the characteristic function of Ov. Hence in this case, our local integral 
becomes 

For v archimedean, we use Proposition 9 of Chapter XIV, §8, to get O 
in terms of J. Changing variables, setting z = avd-112N, our integral over 
Pv becomes 

the range of integration being 1 ~ 1/zl/v ~ 2. In this range, we replace 

Jo.v(z) by its lower bound, namely e-47r if v is real and 2~ e-47r if v is 

complex. The measure of the annulus between 1 and 2 is easily computed 
tobe log 2 or 271" log 2 respectively, and thus finally we get the lower bound 

l/dl/2NI/~"o-I>e-4" log 2 

for v archimedean. Taking the product yields 

Kdl/2(27r)-r2 ~ so(1 - so) dl/2d<•o-ll/2e-4"N (log 2)N 

using N instead of r 1 + r 2 • The estimate of the lemma is a weakening of 
the estimate we have just obtained. 

Our goal is to prove the following theorem. 
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Theoreml. Let e >O. There exists a number c4(e) such thatfor all 

fields k normal over Q, the inequality holds: 

K(k) !?; c4 (e)-Nd!:'. 

Proof. If we had the Riemann hypothesis, we could dispense with our 
hypothesis that k is normal over Q. Indeed, our arguments are split into 
two cases. 

Case 1. For all normal fields k the function ţk(s) does not vanish for 
real s with 1 - e/N < s < 1. 

Then from the integral representation, we know that the zeta function 
takes on negative values for s close to 1 and to the left of 1. Consequently, 
under our present case, ţk(1 - ejN) ~ O and putting s0 = 1 - e/N in 
Lemma 3 gives us what we want. The argument works if k is not normal. 

Case 2. There exists a field k 0 normal over Q of degree N 0 , such that 
ţk0 (s0) = O for some real s0 with 1 - e/N 0 < s0 < 1. 

In order to treat this case, it will be necessary to take a detour through 
L-series, and we shall prove in the next section: 

Theorem 2. There exists a constant c5 such that for all number fields k 

and normal extensions K of k, the following inequality holds: 

K(K)/K(k) ~ c~K-Nk(1 + a)NK-Nk(dx/dk)l/2a 

for all a ;?; 1. 

Let us assume this theorem for the time being. W e use the following 
fundamentallemma of Brauer's which will be proved in an appendix. 

Lemma. Let G be a finite group, and Xreg the character of the regular 

representation. Then there exist cyclic subgroups H i rf 1, positive rational 

numbers Âj, and one-dimensional characters 1/li rf 1 of Hi such that 

Xreg = Xo + 'L: Âjl/;J 

( where the * means induced character). 

W e shall use the lemma several times, and to begin with, we use it to 
note that if K is normal over k, and ţk(s0) = O for some so, then 
ţx(s0) = O also. (This is an open question in the non-normal case. Its 
answer would of course be implied by Artin's conjectures.) We use Artin's 

formalism: 
ţx(s) = ţk(s)Il L(s, 1/I"J, K/k)xi 

and the fact that the L-series are abelian L-series of the type discussed 

in Chapters XII and XIV. 
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W e treat Case 2 as follows. W e may consider so, the special value of s 
between 1 - E/N 0 and 1, and the discriminant of k 0 as depending only 
on E. Given a field k normal over Q, let K = kko. Then K is normal over 
k0 and we can use the preceding remark: !x(so) = O. 

By Lemma 3, we get 

K(K) ~ So(1 - So)2-Nxe2rNxdJ;(l-so)/2. 

An elementary estimate gives 

Nx ~ NoNk and 

whence 

and we get 

d-(1-Bo)/2 > d-•/2N0 > d-•/2d-•Nkf2No K =K =k O , 

By Theorem 2 which compares residues in k and K, choosing a = N o/E 
we obtain an inequality 

K(k) ~ K(K)c8(E)-NkdJ;•I2, 

so that Theorem 1 follows from our last two inequalities. 

§3. Comparison of residues in normal extensions 
Our purpose is now to prove Theorem 2. For this, we use again Brauer's 

lemma on group representations, and the decomposition of the zeta 
function: 

Each L-series is equal to L(s, 1/1;), where 1/1; is a character ~ 1 of the idele 
class group of K;. We have 

K(K)/K(k) = II L(1, 1/l;)''i, 

the factors on the right being finite, since each 1/1; is different from the 
trivial character. 

We need an upper estimate for each factor IL(1, 1/1;)1. We note that the 
1/1; are characters of finite period. 

We have: 

Lemma 4. Let k be a number field, 1/1 ~ 1 a character of finite period of 
Ck, and a ~ 1. Then 

IL(1, 1/1)1 ~ c:(l + a)Ndy2a. 



326 THE BRAUER-SIEGEL THEOREM [XVI, §3] 

Proof. We have, with the same notation as Chapter XIV, §8, 

ţ(g"', 1/1, 1) = f g"'(a)l/l(a)Jiall d*a + f O"'(a)f;(a) d*a. 
lnall~l lnall~l 

A direct computation shows that I01d ~ Jg.ţ,J. Hence we get the upper 
bound: 

Jţ(g.ţ,, 1/1, 1)1 ~ 2 r Jg.ţ,(a)JJJaJJ" d*a 
lnall ~ 1 

(s > 1) 

(s > 1). 

Our character is unramified at complex v. Let v be the number of ramified 
real v, and J..1. = r 1 - v. 'Ve let 

Then evaluating local integrals in an easy way, we get from the expression 
of the zeta function in terms of local factors the inequality: 

for s > 1. If we put s = 1 + a- 1 and use the same trivial estimate as 
in §1 for the zeta function we get our lemma. 

Let us put 

We apply Lemma 4 to the field Ki and characters 1/;j. We get: 

K(K)/K(k) ~ II c~i'-i(1 + a)Ni'-id~~l 2 a. 
W e use the relation 

obtained by evaluating the character of the regular representation of 

G(K/k) at 1 and multiplying by [k: Q]. From it and Artin's conductor­

discriminant formula (cf. [ArT 67]) one gets at once: 

dK = dkiT d~}· 

(Compute with the different instead of the discriminant, because the dif­

ferent is multiplicative in towers.) In view of these decompositions of the 

degree and the discriminant, our estimate for the quotient of the residues 

follows trivially. 
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For the convenience of the reader, let us give the proof of the decom­
position of the discriminant. According to Artin's formula, we have 

DK/k = N K/k('l)K/k) = II N Kjlk('l)Kj/kf>/1/'i. 

W e multiply both sides by 

N K/k<mk,Q) = mLfok1 

and use our relation for the degrees. This yields 

N K/k('l)KJQ) = 'l)k/QIT N K,!k('l)Kj/Qf>/t)>.i. 

If we now take N k/Q of both sides, we get what we want. 

§4. End of the proofs 
From the lower bound of the residue obtained in §2, we get an inequality 

of type 
log (hR) - log dl 12 ~ -Nc7 (e) - 2e log d} 12• 

We had noted that N /log d is bounded for all number fields ~ Q. This 
allows us to complement our first assertion in Lemma 2: 

Theorem 3. There exists a constant c8 such that for all fields k normal 
over Q, we ha ve 

llog(hR)I ~ cslog d 112 • 

Furthermore, if k ranges over a sequence of fields normal over Q for which 
N /log d tends to O, then the above inequality implies that 

Iim inf [log(hR)/log d 1' 2J ~ 1 - 2e. 

Combined with our preceding results (Lemma 2) we get: 

Theorem 4. lf k ranges over a sequence of fields normal over Q for which 
N /log d tends ta O, then 

log(Rh) ~log d 112• 

It is a simple exercise to estima te the discriminant of the smallest normal 
extension k' containing a given number field k over Q. One finds that 

d < dN'/2 
k' = k ' 

where N' = [k' : Q]. If we apply Theorem 2 to k' and k, and take a= !e 
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with E < !, we find the inequality 

On the other hand, if we apply Theorem 1 to k', we get 

K(k') ;,;; c4(e)-N'dw' 

so that finally, 

and 
log(Rh) - log d 112 ;,;; -N'c10(e) - 2e log dk'· 

[XVI, App.) 

Using the estimate of dk in terms of dk stated above, we get finally: 

[ log(Rh) _ 1] _!_ > _ Clo(E) _ 2 
log dll2 N' = log dl/2 e. 

There is only a finite number of number fields with bounded discriminant. 
The left-hand side of our inequality is bounded below and does not possess 
any negative limit point, if we let k range over all number fields ~ Q. 
From Lemma 2, we get our main result: 

Theorem 5. lf k ranqes over all number fields ~ Q and N' is the degree 
over Q of the smallest normal field k' over Q containing k, then the set of 
values 

[ log(Rh) _ 1] _ţ__ 
log d1 12 N' 

is bounded, and possesses O as its only limit point. 

Corollary. lf k ranges over number fields of fixed degree N over Q, then 
we have the asymptotic relation 

log(hR) "' log d112 

ford~ oo. 

Proof. Immediate, taking into account that N' ~ NI. 

Appendix: Brauer's lemma 

In this appendix, we prove the lemma on group characters which has 
been used several times in the chapter. I am indebted to Serre for the 
exposition (derived from Brauer's). 
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Let G be a finite group. W e denote by la the trivial character, by ra 
the character of the regular representation, and we let ua = ra - la. If 
H is a subgroup of G and 1/; a character of H, we let 1/;* be the induced 
character. 

If A is a cyclic group of order a, we define the function (J A on A by the 
conditions: 

0 (u) = {a if <T is ~ generator of A 
A O otherw1se. 

We let AA = .-,o(a)rA- (JA (where <P is the Euler function), and AA =O 
if a= 1. 

The desired result is contained in the following two propositions. 

Proposition 1. Let G be a finite group of order g. Then 

the sum being taken over all cyclic subgroups of G. 

Proof. Given two functions X, 1/; on G, we have the usual scalar product: 

1 -(1/1, X)a = - L if;(u)x(u). 
g uEa 

Let 1/; be any function on G. Then: 

(if;, gua) = (1/1, gra) - (1/1, gla) 

= gifi(l) - L: ifi(u). 
uEa 

On the other hand, using the standard fact that the induced character is 
the transpose of the restriction, we obtain 

= L (1/1 1 A, .-,o(a)r A - OA) 
A 

= L: .-,o(a)l/1(1) - L: ! L: al/l(u) 
A A a ugenA 

= gl/10) - L: ifi(u). 
uEa 

Since the functions on the right and left of the equality sign in the state­
ment of our proposition have the same scalar product with an arbitrary 
function, they are equal. This proves our proposition. 
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Proposition 2. lf A ~ {1}, the function AA is a linear combination of 
irreducible non-trivial characters of A with positive integral coejficients. 

Proof. If A is cyclic of prime order, then by Proposition 1, we know 
that AA = guA, and our assertion follows from the standard structure of 
the regular representation. 

In order to prove the assertion in general, it suffices to prove that the 
Fourier coefficients of >..A with respect to a character of degree 1 are 
integers ~ O. Let 1/1 be a character of degree 1. W e take the scalar product 
with respect to A, and obtain: 

(1/1, XA) = <P(a)l/1(1) - :E 't[l(u) 
ugen 

= <P(a) - :E 't[l(u) 
ugen 

= :E (1 - 't[l(u)). 
ugen 

The sum 'L,'t[l(u) taken over generators of A is an algebraic integer, and 
is in fact a rational number (for any number of elementary reasons), hence 
a rational integer. Furthermore, if 1/1 is non-trivial, all real parts of 

1 - 't[l(u) 

are > O if u ~ id and are O if u = id. From the last two inequalities, 
we conclude that the sums must be equal to a positive integer. If 1/1 is 
the trivial character, then the sum is clearly O. Our proposition is proved. 



CHAPTER XVII 

Explicit Form ulas 

Classical so-called "explicit formulas" of number theory state that the 
sum of a certain simple function over the prime powers is equal to the 
sum of the Mellin-Fourier transform of the function over the zeros of the 
zeta function. A number of such formulas are given in lngham [In 32] 
(references at the end of the chapter). Weil [We 68] had the idea of 
extending such explicit formulas by taking a very general class of test 
functions, and viewing' these sums as a functional on the space of test 
functions. In the explicit formula, the sum over the primes is comple­
mented by a term corresponding to the places at infinity, and Weil saw 
the role of a generalized Parseval formula in the duality entering into 
o ne si de of the equation, thus giving rise to the Weil functional at infinity. 
This functional was reworked by Barner [Ba 81], [Ba 90] in a more 

tractable form. In light of this development, 1 have rewritten this 
chapter for the second edition. 

Readers who wish some exercises can extend the theorems of [In 32] 
to the L-series associated with an arbitrary Hecke character. 

§1. Weierstrass factorization of the L-series 

Throughout this chapter we use the results of Chapter XIV, §8. If k 
is a number field, x a character of the idele classes, and dx = N(:Dfx), we 
put 

A= (2n)-N2r1dx. 

Note that this is the square of the part of the residue of the L-function 
not involving the regulator or the roots of unity. We also put: 

where 

Go(s, x) = A 812 = Go(s, i) 

Gv(s, x) = r(sv/2) (v archimedean), 

Sv = Sv(X) = Nv(S + icpv) + lmvl, 
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and 
L(8, x) = usual product over p unramified for X· 

Then we set 

A(8, x) = Go(8, x) fl Gv(8, x)L(8, x) = A(8) 
VESx 

[XVII, §1] 

and we note right away the expression for the logarithmic derivative 

A'/A(8) =~log A+ L ~Nvr'/r(8v/2) + L'/L(8). 
veS"' 

which is going to play a crucial role. 
We have the functional equation 

W(x)A(8, x) = A(1 - 8, x), 

or also 
A(s) = A(1 - 8)u(x). 

where W(x) and u(x) have absolute value 1. 
As usual, {Jx is 1 if x = Xo and O otherwise. 
We wi8h to prove that the function 

e(8) = ec8, x) = [8(8- 1)]bxA(8) 

i8 an entire junction of order 1, and hence by a general and standard 
theorem in complex variables that we have 

e(8 ) = ebo+b1s ry ( 1 _;) esfp, 

where p ranges over the zeros of eC8), with their multiplicities, and b0 , 

b1 are constants depending on x. of course. 
We shall need to estimate Gamma factors, and for this use the Stirling 

formula 

ioo P1(x) 
log r(8) = (8- ~) log 8 - 8 +~log 2n + -- dx, 

o 8 +X 

where 
P1(x) = [x]- x + ~ 

is the saw-tooth function. The remainder term is therefore 0(1/\8\) uni­
formly in each region 

-rr. + {> ~ arg 8 ~ n - b, 
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For a fixed complex number a, we obtain 

log r(s +a) = (s +a-~) log s- s +~log 2n: + 0(1/lsl) 

uniformly in the above region. 
In particular, if a is real, and if we set r = Isi and () = arg s, then 

lr(s + a)l = ro-+a-lfZe-o-(2n)lfZe0(1Jr) 

uniformly in the above-mentioned region, and if a, cp are real then 

lr(s+ a+ iiJ.')I = "n+a-lf2e-tO-rpOe-cr(2n)lf2eO(l/r). 
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Letting G(s) be the product of the Gv, G0 , i.e. essentially a product of 
Gamma factors, we see immediately that IG(s) 1 is O(elsll+•) for every E >O 
in the half-plane a ~ 1. Furthermore, for every real a > O, we know from 
the product expansion that L(s) is bounded in the half-plane a~ 1 +a. 
Hence A(s) is O(elsil+') in this half-plane. 

By the functional equation, we get the same estimate in the half­
plane a ~ -a. 

On the other hand, the expression of A(s) as a sum of two integrals 
converging for all s plus a term involving s(s- 1) shows that A(s) is 
bounded in every strip a0 ~ a ~ ah excluding a neighborhood of the poles 
s =O, 1 if these occur, i.e. if x = Xo· We have therefore shown that our 
estimate in fact holds for all s, excluding such a neighborhood, and have 
thus proved that our function is of order 1. 

§2. An estimate for~~~~ 

W e recall two lemmas from complex variables. 

Lemma 2.1. Let f(s) be holomorphic in the upper part of a strip: 
a0 ~a~ ah and t ~ t1 >O. Assume thatf(s) is 0(e1")for some constant 
oc > 1, and t--+ oo, in this strip, and that lf(s)l is O(tM) for some positive 
integer M, on the sides of the strip a= a0 and a= a 1• Thenf(s) is O(tM) 
in the strip. 

This is nothing but the Phragmen-Lindeli:if Theorem, proved in Chap-
ter XIII, §5. 

Lemma 2.2. Supposef(z) is holomorphic in a circle Iz- z01 ~ R, and has 
at least n zeros in the circle Iz- z0 1 ~ r < R (counting multiplicities). 
Assume f(z0 ) # O. Then 

(R/r )n ~ Bflf(zo) 1, 

where B is the maximum of lf(z)l on the larger circle. 
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Proof. Without loss of generality we may assume z0 = O. Let {ai} be 
the zeros of f in the small circle. Let 

n R2 - ii·Z 
g(z) = f(z) f1 ------' . 

i~l R(z- a;) 

Then g is holomorphic on the large closed disc, and using the maximum 
modulus principle, we find 

thus proving the desired inequality. 

W e return to our L-series. Put 

Proposition 2.3. For every strip ao < a < a1 there exists an integer M 
such that L1(s,x) is O(ltiM) for Iti-+ oo in the strip. 

Proof. Note that 

ILl(s)l = ls(s -1)L(s)l = ls(s -1)G(s)- 1G(1- s)L(1- s)l 

by the functional equation. By the asymptotic formula for gamma 
functions, we see that L 1(s) is O(ecltl") for some constant c, and some 
IX> 1, inside our strip. On a= ah we know that L(s) is bounded by its 
expression as a product, and thus L(1 - s) is bounded on a= a0. On 
the other hand for two complex numbers a, b we see from §1 that 
lf(s + a)fr(b- s)l is O(ltiM) (for some M depending on a, b) inside our 
strip. (The point is that the terms r 18 cancel.) Hence L1(s) is O(ltiM) 
on the lines a = a0 and a = a1 for sufficiently large M. We now get our 
proposition from Lemma 2.1. 

Applying Lemma 2.2 to a pair of circles centered at 1 + a + it with 
fixed a > O and constant radius, we get: 

Proposition 2.4. The number of zeros of A(s) (equal to the number of zeros 
of L(s) in a box O~ a~ 1 and T ~Iti ~ T + 1 is O(log T). 

Corollary 2.5. There is a number ot: > O, and for each integer m with 
1 mi ~ 2 there is number T m in the interval 

m<Tm<m+1 



[XVII, §2] AN ESTIMATE FOR ~'/~ 

such that A(s) has no zero in the (horizontal) strips 

Proposition 2.6. The following estimates hold: 
(a) In every strip a0 ~ a ~ a1 we have 

for Isi-. oo in the strip. 
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(b) Let a be a number > O. Then on the vertical line Re(s) = 1 +a, 
L'/L(s) is bounded. 

(c) Againfor Re(s) = 1 +a, we have 

A'/A(s) and ~'/~(s) = O(log Isi) for Isi-+ oo. 

Proof. The first assertion follows from Stirling's formula (dift'erentia­
ting under the integral sign giving the error term). The second follows 
from the product expansion of L. The third one is an immediate con­
sequence of the first two and the product expression for A(s) or ~(s), thus 
concluding the proof. 

Returning to our W eierstrass product, we take its log derivative. For 
any s, s0 , we have 

e'!e(s)- e'/e(so) = I (-1-- - 1-). 
P s- p s0 - p 

Proposition 2.7. Let O <a~ 1, and m an integer with Imi ~ 2. Let 
s =a+ iT m with -a~ a~ 1 +a and T mas in Corollary 2.5. Then 

where B is a number depending on a but not on m and a. 

Proof. Let us take s0 = 1 + a + iT m and write 

p = {3 + iy. 

By Proposition 2.6 we know that 

~'/eCso) = O(log Imi). 

We then consider the dift'erence 



336 EXPLICIT FORMULAS [XVII, §2] 

For the sum, we get the inequality 

1 
S0 -S 1 1 I ~ (a+ 1 -O") I . 

P ( s - P) ( So - P) - P 1 ( s - P) ( So - p) 1 

Under our hypotheses, we have 

lso- Pl2 = (1 +a- /3? + (Tm- ·d ~ a2 + (Tm- ·y?. 

On the other hand, 

ls- Pl2 ~ (Tm- r? ~ ~(Tm- y)2 + ~ (-rx--)2 
loglml 

~ ~cog~mJ[a2 + (Tm- r?J, 

since O < a ~ 1. From this we get 

1~'/~(s)- ~'/~(so)l ~ 2(a + 1- O") L 1 . 
- rx/log Imi w a2 + (T m- y)2 

1 
~ (log Imi) L 2 (T ?" 

y a+ m-Y 

We also have 

1 (a + 1)2 1 

~a2 +(Tm-r?~ a2 ~(a+1?+(Tm-y)2 " 
We shall compare this expression with Re(~'/~(s0 )) which is itself ~ 

1 ~, 1 ~( so)l. 
We have 

The real part of the sum is 

Proposition 2. 7 is now an immediate consequence of Proposition 2.6. 
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§3. The Weil formula 

We consider a functionf on R. Its Mellin transform Mf is defined tobe 

loo du 
(Mj)(s) = f(u)u8 -

o u 

under appropriate conditions of convergence for the integral. In our 
context, with symmetry about ~. we make a translation and detine 

M11zf(s) = Mf(s- ~). 

We shall also need a change of variables, putting u = e-x. We then detine 

or equivalently f(u) = F( -log u) 

In terms of the new variable x and F we get 

M 11zf(s) = J~oo F(x)eC1i2-s)x dx = J~oo F(x)exf2e- 8x dx. 

= J~oo F(x)e0/2-a)x e-itx dx putting s = a + it, 

where 

W e assume known basic facts about functions of bounded variation. 
Most basic texts on real analysis (including [La 93]) contain proofs of 
those facts. For a function F on R the variation is defined to be 

VR(F) = sup V(j, [a, b]), 
[a, b[ 

where the sup is taken over all finite intervals [a, b] with a< b. 
A function F: R --+ C will be said to satisfy the Barner conditions if: 

(a) There exist a constant a' > O such that 

VR(F(x)eCl/2+a')lxl) < oo. 

(b) F is normalized, that is 

F(x) =~(F(x+) +F(x-)) for all XE R. 

( c) There exists E > O such that 

~(F(x) + F( -x)) = F(O) + O(lxl') for x--+ O. 
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Condition (a) implies in particular that F is bounded, and decreases 
exponentially at infinity. Assuming only condition (a), we note that the 
transform 

f+ao 

M11J(s) = -oo F(x)e<1i2-s)x dx 

is holomorphic in every strip -a~ a~ 1 +a for O< a< a'. 
Now assume all three conditions (a), (b), (c). Observe that 

~11J(~ +it) = j&cF" (t) 

where F" is the Fourier transform. Note that 

With reference to the character x, we define 

F (x) = F(x )e-iq>,(x)x x.v and 

Then Fz,v and F differ only by a factor of absolute value 1 and similarly 
for fz,v and j. Directly from the definitions, we find that 

M 11J(2 +it- (/Jv(x)) = F;,v(t) and M11J(~- it- (/Jv(x)) = F;,v( -t). 

Before stating the main theorem, we need one more definition, namely 
the W eil functional 

fx [ e(1-r,)2xfN, F(O)J 
Wv,/F) =- o (F(x) +F(-x)) 1-e-2xfN, -N"_x_ e-2xfN·dx 

where 

The Weil functional can also be written in terms of the functionj, in the 
form 

fx [ u(l-r,)2/N, j(1) J du 
lv"~(f)=- 1 (j(u)+f(u-1))1-u-2/N,-N"logu u-2/N'-;;:· 
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Theorem 3.1. (Weil Explicit Formula). Let F: R ~ C bea function satisfy­
ing the Barner conditions. Then the sum 'IM11zf(p) taken over the zeros 
p = f3 + iy of ~(s, x) satisfying O;;::; f3;;::; 1 and IYI < T tends to a limit as 
T tends to infinity, and this limit satisjies the relation 

lim L M 11zf(p)- b/Ml1J(0) + Ml1J(1)) 
T~x I;·I<T 

= f(1) log A 

-log Np + L . n/2 [x(p)r:f(Npn) + x(p)-nf(Np-n)] 
p,n Np 

+ L Wv~/Jf,V) 
VES' 

which may be rewritten in terms of the function F as 

Iim L M 11zf(p)- D1(Ml1zf(O) + Ml;zf(1)) 
T~x I;·I<T 

+ L Wv,x{Ff,V). 
VES f 

If one takes for F the function such that 

if x < O or x > log y, 

if O < x < log y, 

for some fixed number y > 1, then one recovers a classical formula as in 
Ingham [In 32], Chapter IV. Observe that conditions (a), (b), (c) are 
obviously satisfied, and that in the sum taken over p, n only the terms 
with negative powers of p will appear. Note that we have followed here 
a normalization which makes the Mellin and Fourier transforms natur­
ally fit each other. There results a minus sign when the explicit formula 
is written in terms of the function F. 

Weil [We 52] pointed out that explicit formulas of classical number 
theory could be formulated and extended in terms of functionals invol­
ving on one side the sum over the zeros of zeta or L-functions, and on 
the other side the sum over the primes. Barner simplified and generalized 
the conditions under which the formula is true, and he also put the 
functional at infinity in a more tractable form than was given by Weil 
and than was reproduced in the first edition of this book. As a result, we 
follow Barner [Ba 81], [Ba 90] in the way we describe the functional at 
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the places VES 00 and the conditions on the function F. Barner [Ba 90] 
also works out in systematic details how classical formulas for Dirichlet 
L-series follow from the general explicit formulas, by picking suitable 
functions f and F. 

As an example of Weil's formula I reproduce an application by Barner 
[Ba 81], [Ba 90], Theorem 88. The case for real characters x was known 
previously. 

Theorem 3.2. Let x be a Hecke character. Then for all sEC for which 
A(s, x) does not vanish we have 

A'/A(s) = Iim L - 1-, 
T~oo IPI<T S- P 

and consequently 

Proof. For simplicity, we give the proof only in the case x =1= Xo· Let z 
bea complex number with Re(z) > 1. We use the function F defined by: 

{
e(z-1/2)x 

F(x) = 0 
if X< 0 

if X> 0 

and Fhas themidpoint valudat x =O. ThenforRe(z) > Re(s) we get 

fo 1 
Ml!zf(s) = e(z-s)x dx = --. 

-00 z- s 
We then get 

. 1 
hm I --

T-->oo IYI<T z- p 

on the left side of Weil's formula. 
On the right side of Weil's formula, we first get 

~log A. 

The sum over the primes gives 

- " log Np x(pn)e(l/2-z)nlogNp 
L. Npn/2 
p,n 

= L'/L(z, x). 
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For each vE S 00 , the term corresponding to v on the right si de is equal 
to ( after substituting the given value of F): 

W (F ) - __1' - e-zx;N, dx. 1oo [N e(l-z,f2)2xfN,J 

x,v x,v - 0 2x 1 _ e-2xfN, 

where Zv = Nv(z + i<pv) + lmvl· But Gauss' formula 

1oo ( e-zu e-u) 
-r'jr(z) = --u-- du 

0 1- e u 

immediately shows that 

Wx,v(Fx,v) = ~Nvr'jr(zv/2) 

= G~/Gv(zv/2). 

Taking the sum of the three terms we obtain precisely A'/A(z), which 
proves the first statement of Theorem 3.2. As to the second concerning 
the constant, we look at the logarithmic derivative of the Weiserstrass 
product, which gives 

~'/~(s, x) = b1 + I (-1- + ~) 
s-p P 

for all s which are not zeros of ~. Using what we have already proved, 
using values of s with Re(s) > 1, gives the desired value for the constant 
b1, and concludes the proof. 

As another application, I give Weil's equivalent formulation of the 
Riemann hypothesis in terms of the positivity of his functional. We let 

W(<l>) = I <l>(p), 
p 

the sum being understood as in Theorem 3.2. However, we shall now 
deal with rapidly decreasing functions <1>, so that in fact that sum will 
converge absolutely and rapidly. 

For each function F 0 of a real variable x, we define 

Fd(x) = F0 ( -x). 

We say that a function Fis of positive type if Fis equal to the convolution 

for some F0 • 
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W e define the restricted Schartz space to be the space of all functions 

F(x) = P(x)e~Kx2 

with some real constant K >O and some polynomial P. We denote this 
space by Sch0(R). Then Sch0(R) is self dual, and functions in Sch0(R) 
satisfy the three Bamer conditions, as is easily verified. If F 0 is a 
restricted Schwartz function, so is the function F above, again by an 
immediate verification. 

We recall that the Riemann hypothesis states that Re(p) =~for all 
zeros p of A(s) in the strip. 

We say that <1> corresponds to a function Fif, putting s =a+ it, we have 

<l>(s) = J~oo F(x)eClf2~a)xe-itx dx, 

just as the function M 11z] was obtained from F. 

Theorem 3.3. The Riemann hypothesis is equivalent to the property that 

for all F0 in the restricted Schwartz space. 

Prooj. Suppose the Riemann hypothesis satisfied, and let F0 satisfy 
only the three weaker conditions of Theorem 3.1. Then F = F0 * F6 also 
satisfies the three conditions (as is easily verified). Letting <1>0 correspond 
to F0 one verifies directly that the function <1> corresponding to Fis 

<l>(s) = <1>0(s)<l>0(1- s). 

In particular, if Re(s) = ~. then <l>(s) ~O and the Weil functional is ~O 
on <1>. 

Conversely, assume the positivity condition for all functions in the 
restricted Schwartz space. The Fourier transform of such a function is 
again of the same form. Suppose that L(s) has one zero 

Po = f3o + iyo 

such that {30 #- ~. Change variables, and put 

z = i(s- ~- iy0 ), <l>o(s) = 'l'o(z), <l>(s) = 'l'(z). 

Then 
'l'(z) = '1'0(z)'l'o(z), 

and the functions 
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are the Fourier transforms ( up to a positive factor of J2;,) of the 
functions 

and tH 'P(t). 

We consider functions 'P0(z) = P(z)e-Kz• with K > O. Then F0 satisfies 
the three Barner conditions, and so does F. Furthermore, 

<l>(s) = O(e-K't•) with O < K' < K for Iti-+ oo, 

uniformly in the strip O ~ a ~ 1. Therefore the sum L<l>(p) is absolutely 
convergent. To conclude the proof, it suffices to show that for suitable 
choice of P and large K, the value W(<l>) is negative. 

Corresponding to the change of variables s H z we let p H 11 where 

1J = i(p - ~ - iyo) = - ( y - Yo) + i(f3 - ~) so 1'/o = i(f3o - ~). 

If 'P0(z) = P(z)e-Kz• and P has real coefficients, then a direct computa­
tion shows that 

We let 

Q(z) = 0 (z -11) with the product taken over 1Re(1J)I ~ 2. 

The functional equation A(l- 8) = A(s)u with lui= 1 shows that if 11 is 
not real, then its complex conjugate occurs in the product, so Q has real 
coefficients. Then we let 

P(z) = zQ(z)Q( -z). 

Therefore, if m is the order of A(s) at p0 , then we get: 

W(<l>) = L <I>(p) = -2m(f3o _ ~)2 IQ(1Jo)l4e2K(Po-l/2)• 

+ L P(1])2e-2K~·. 
1Re(~)l>2 

But 1]2 = (y- Yo)2 - (/3- ~)2 + iy with y real. The condition 1Re(1J) 1 ~ 2 
is equivalent with the condition 1 y - y0 1 ~ 2, and 

je-2K~2 1 ~ e2K((P-l/2l2-<r-rol•l. 

From this it is immediate that for K large positive, the sum on the right 
can be made arbitrarily small, and therefore that the right side is 
negative, thus concluding the proof. 



344 EXPLICIT FORMULAS [XVII, §4] 

§4. The basic sum and the first part of its evaluation 

We now start the proof of Theorem 3.1. We need an estimate for the 
Mellin-Fourier transform under condition (a), provided by the next 
lemma. 

Lemma 4.1. Let O< a< a'. Assume that F satisfies condition (a), that 
is VR(F(x)e<112+a')x) < oo. Then uniformly for -a~ a~ 1 +a we have 

M11zf(a +it)= 0(1/iti) for iti-+ 00. 

Proof. W e assume known the elementary fact of integration by parts 
for function of bounded variation against continuous functions, and we 
get for t =1- 0: 

Ml/zf(a +it) = f~oo F(x)e<l/2-a)xe-itx dx 

= F(x)e<l/2-a)x -.- +-;- e-itx d(F(x)e<lf2-a)x). -1]00 1 foo 
~t -00 ~t -00 

The first term on the right between - oo and oo is equal to O because 
F(x)e<112-a)x-+ O as x-+ ± oo by condition (a). The integral on the right 
is uniformly bounded again by the bounded variation condition, so the 
desired estimate 0(1/iti) falls out, thereby proving the lemma. 

Let T m be as in Proposition 2. 7. We consider the rectangle whose 
corners are 

1 +a- iTm, 1 +a+ iTm, -a+ iTm and -a- iTm, 

as shown on Figure 1. We denote this rectangle by Rec. 

-a+ iTm 1---------i 1 +a+ iTm 

-a O 1 
2 

1 l+a 

-a -iT m 1--------1 1 + a -iT m Figure 1 
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We have 

~~/~(s) = b1 + L (-1- + !). 
p s- p p 

By Cauchy's residue formula, 

~ f M 11zf(s)d log ~(s) = L Mlf'zf(p). 
2ry~ Rec p in Rec 

By Proposition 2.7 and Lemma 4.1 the integral of d log A(s) over the 
horizontalline segments are 

for Tm->00. 

Therefore by Cauchy's residue formula, we get the following congruences 
mod O((log2(Tm)/Tm)): 

-bx[M1;zf(O) + M1;zf(1)] + L Mlf'zf(p) 

= ~ Î M 11zf(s) d log A(s) 
2m JRec 

-T<y<T 

1 f1+a+iTm 1 f-a+iTm = -. M 11zf(s) d log A(s) - -. M 11zf(s) d log A(s) 
2n~ 1+a-iTm 2n~ -a-iTm 

1 f1+a+iTm 1 f-a+iTm =z-: M11zf(s)dlogA(s)--. M 11zf(s)dlogA(1-s,x-1) 
n2 1+a-iTm 2m -a-iTm 

In order to evaluate these integrals, we shall use the product decompo­
sition of A to get three types of integrals, involving the terms G0 , Gv, 
and L. 

To compute the integral of d log A, we use the identity 

d log A= d log G0 + d log L + L d log Gv 

and compute our two integrals successively for the three cases. 
Take first the case of G0 • We have 

d 1 -log G0(s) = 2 log A, 
ds 

d 
-log G0(1- s) = -~log A. 
ds 

In view of the fact that we integrate a holomorphic function, we can 
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shift both integrals to the line a= 2. and combine them into the integral 

log A fl/2+iTm 
--. Mt;zf(s) ds. 

2m 1/2-iTm 

We make the substitution s = 2 +it, ds = idt, and take the limit for 
Tm ~ oo. We recall that 

The Fourier inversion formula is applicable, and in particular, 

1 ITm F(O) = Iim - Mt;zf(~ +it) dt. 
T~oo 2n -Tm 

In this way we obtain the term F( O) log A. in the formula of the theorem. 

W e take up next the case of the integrals over d log L. W e look first 
at the integral on the line 1 + a. W e ha ve 

Then 

L'/L(s ) = -" x(pn) log Np. 
' X L., N ns 

p,n p 

1 fl+a+iTm 
-. M 11zf(s)d log L(s) 
2n~ l+a-iTm 

= -1 fTm dt f-00 F(x)e-(1/2+a+it)x " x(pn) log ~p dx. 
2 L., Npn(l+a+<t) n -Tm -w p,n 

We interchange the inner integral with the sum over p, n. Then we make 
the change of variables 

x = y- log Npn, dx = dy 

in the integral of each term with p, n. Then the whole expression becomes 

where 
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If we now use the fact that there is a constant C such that 

IF(x)l ~ ce-<lt2+a'>lxl, 

we get 

{
CNp-n(l/2+a'le-(a-a')y 

n -{1/2+a)y < iF(Y -log Np ) le = CNpn(l/2+a'le-(l+a+a')y 

{
CNp-n(l/2+a')e-<a-a')y 

1 F( + 1 N n) 1 -(1/2+a)y < y og P e = CNpn<lt2+a'le-<l+a+a'lY 

From this it follows that 

(1) 

and 

IH<ll ( )l < 2ClogNp 
v,n Y = Npn<l+al 

if y ~ logNpn, 

if logNpn ~ y, 

if y~ -logNpn, 

if y~ -logNpn. 

foo (ll ( ) d < 2Clog Np [ 1 1 J (2) -oo iHv,n Y 1 Y = Npn<l+a) a' _a+ 1 + a+ a' · 

Estima te ( 1) shows that the series 

H<l>(y) = L H~~~(y) 
v,n 

is absolutely uniformly convergent, and estimate (2) shows that this 
series defines a function y~---+HO>(y) in L1(R). 

A similar computation for the integral on the line Re(s) = -a, and 
estimates for 

yield a similar series and similar expression for the second integral. 
We then put 

and 

We may interchange the series and the inner integral once more, and we 
tind that the contribution of d log L over the two verticallines ( denoted 
VL's) is equal to 

1 f 1 IT Ioo . -2 . M 11J(s)d log L(s) = - -2 dt H(y)e-'1Y dy, 
n~ VL's n -T -oo 

=- H;"(O). 
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W e ha ve therefore found the desired expression for the integral of d log L, 
provided that we know that the Fourier inversion holds at O. For this 
it suffices to prove that H is of bounded variation and normalized. The 
uniform absolute convergence of the series defining H<1l(y) implies that 
this function is normalized, and similarly for H<2 l and therefore H. 

The total variation V R satisfies the triangle inequality for an infinite 
sum, as one verifies directly from the Riemann-Stieltjes sums defining 
this variation. Similarly, VR(gh) ~ llgliVR(h) + llhliVR(g). Hence 

log N:p 
VR(H(ll) ~ L N n(l+a) [V&(F(y -log N:pn)e-(l/2+a)(y-logNp"))] 

p,n :p 

~ (Q/(Q(1 +a), 

and similarly for VR(H<2l), which concludes the proof that H is of 
bounded variation, and also concludes the determination of the term 
involving the integral of d log L. 

§5. Evaluation ofthe sum: Second part 

W e now come to the last term. 
We have to compute each integral over d log Gv. We observe that G~/Gv 

has no pole in the half-plane a> O and is O(log Iti) in any given strip, 
outside neighborhoods of its poles by Lemma 2.6(a). Consequently, by 
Lemma 4.1 the integral taken from 1 + a - iT m to 1 + a + iT m is congru­
ent to the integral taken from ~-iT m to 2 + iT m mod O(log ( T m)/T m). 
By the same type of argument, flipping 8 into 1 - 8, we can replace the 
integral on the line -a by a similar integral on the line 2. Thus the sum 
of the two integrals over the verticallines becomes mod O (log( T m)/T m): 

After the change of variables 8 =~+it- icpv, and putting 

we find that (1) is equal to 

(2) _!__ Nv~ fTm-<P• M11J(~ +it- icpv)[r'jr(zv(t)) + r'fr(zv(t)] dt. 
2n -Tm-<P• 
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Using Lemma 4.1 we can integrate from - T m to T m• leaving out 
the CfJv• introducing thereby an error O (log( T m)/T m). Thus (2) mod 
O(log(Tm)/Tm) is equal to 
(3) 

]__ Nv fTm [M112.m +it- icpv) + M11J(~- it- icpv)lr'fr(rv + ~Nvit)] dt 
2n -Tm 

= - 1- Nv fTm ~(F;(t) + F;( -t))r'jr(rv + ~Nvit) dt. 
j2n -Tm 

We can now apply the following generalized form of Parseval's formula 
to conclude the proof. 

Theorem 5.1. Let a, b be positive numbers. Let {3 be of bounded variation 
on R, in Ll(R), and normalized. Also assume that there exists E > O such 
that 

{3(x) = {3(0) + O(lxl') for x--+ O. 

Then 

1 fT Iim rn.:_ {3A(t)r'fr(a + itfb) dt 
T--+oo -y 2n -T 

= -- {3( -x) e-bx dx. ioo [{3(0) be(l-a)b J 
o X 1 - e-bx 

The formula of the theorem is Barner's reworking of the Weil functional, 
as in [Ba 81] and [Ba 90], Theorem 86. Observe that we did not assume 
that Fis continuous at O, but in the application to (3), the integrand is 
symmetric, {3 = Fx + Y;, which is even, and thus continuous at O, 
satisfying the last important condition of Theorem 5.1. 

Furthermore, Barner's expression is itself a special case of a Parseval 
formula concerning a wider class of functions, of which r' ;r is only 
the most elementary. I reproduce here the statement of the result as 
in [JoL 93a]. 

Suppose we are given: 

A Borel measure J1 on R+ such that dJ1(X) = ljl(x)dx, where ljJ is some 
bounded (Borel) measurable function. 

A measurable function cp on R+ such that: 
(a) The function cp(x)- 1/x is bounded as x approaches O, x >O. 
(b) Both functions 1/x and cp(x) are in Ll(IJ11) outside a neighborhood 

of O. 
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We call (J1, cp) a special pair. Then we can define the regularized func­
tional 

rx ( {3(0)) 
W1,,qJ(f3) = Jo cp(x)f3(x)- -;- dJ1(X). 

and its Fourier transform, which is the function WA such that 
ţl,lp 

This functional will be applied to functions f3 satisfying the Barner 
conditions, namely: 

Condition 1. f3 E BV(R) n Ll(R). 

Condition 2. There exists l > O such that f3(x) = {3(0) + O(lxl') for 
X--+ 0. 

Condition 3. f3 is normalized. 

Then the following general theorem is valid. 

Theorem 5.2. Let f3 satisjy the three conditions, and let (J1, cp) bea special 

pair. Then 

lim IA P"(t)~~ll'(t) dt = loo (cp(x)/3( -x) - f3(0)) d11(x). 
A~ao -A Jo X 

The reader will find a proof of this theorem in [JoL 93]. The proof 

amounts to relatively refined Fourier analysis. Furthermore, this refer­

ence also gives a proof of a generalization, whereby instead of the simple 

polar expression 1/x, the function cp admits a more general polar expres­

sion with higher terms, with possibly real exponents instead of integral 

exponents, and also with logarithmic factors. 
For the application of this chapter, Theorem 5.2 suffices. Indeed, as 

an immediate consequence of the classical Gauss formula for the gamma 

function, one has 

ioo ( e<l-a)x . · 1) 
- r'fr(a +it) = -x e-~tx-- e-x dx. 

0 1- e x 
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Thus we take 

e(l-a)x 

({Ja(X) = 1 x -e 
and d{l(X) = e-x dx. 

Then Theorem 5.1 is a special case of Theorem 5.2. after the change of 
variables t ~ tfb and x ~ bx. 
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